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Abstract Failure Mode and Effects Analysis (FMEA) is a widely used dependability and safety technique aiming at systematically identifying failure modes, their causes, their effects, and the countermeasures that could mitigate their impact. Although FMEA has been thought for hardware, its use is also advocated for software (SW-FMEA). However, this involves several major hurdles such as the complexity of functional requirements and the difficulty to identify failure modes of SW components.

We present an approach for efficient and effective manipulation of data involved in the SW-FMEA process, introducing an ontological model that formalizes concepts comprised in the analysis and provides a common conceptual framework supporting cohesion across different stages of a development lifecycle.

The ontological model opened the way to the implementation of a tool, which automates SW-FMEA providing support for basic and advanced functionalities, fastening the analysis. Use of the tool in a real SW development process is discussed at the end of the paper.
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I. Introduction

Failure Mode Effects Analysis (FMEA) is a widely used dependability and safety technique which aims at the systematic identification of the failure modes of a system, the generating causes, the consequences they might have, and the countermeasures that could mitigate their effects or reduce their likelihood. FMEA was first developed by the Department of Defense of USA and standardized in the Military Standard 1629A (MIL-STD-1629A) [51], and it was then extended to various other industrial domains, some of which developed their own standards [27, 48, 8]. Furthermore, FMEA has been treated in a large number of works in literature [50, 34].

Several tools supporting the analysis are available off-the-shelf (see for instance [40, 45, 11]). Usually, they provide a variety of features to process and organize relevant information, as well as to perform ancillary tasks such as risk analysis.

Unfortunately, FMEA-related information is usually acquired in natural language, implying that interpretation of the terms and the concepts used across the analysis may differ from team to team; even the same team may give different interpretation when reusing an already performed analysis in a later occasion. Due to the lack of reusability, FMEA is often done from scratch. In large systems, it is barely possible to avoid inconsistencies [14].

To address these issues, several authors have proposed to resort to ontologies as a way to formalize the FMEA process, to manipulate concepts and to process data involved in the analysis. In [54], a method and a system aiming at facilitating reuse of knowledge, supporting complete and precise description of processes and products is proposed; the semantic knowledge is hierarchically organized in form of taxonomies, containing typical recurring technical knowledge about systems, functions, failure modes, and actions. A step further is made in [14], where the ontological formalization of FMEA concepts provides the ground for their explicit representation and for their unambiguous interpretation. In [31], a mapping from the concepts of an extended functional ontology to the concepts of a classic FMEA worksheet is introduced. Some guidelines for application of ontologies to FMEA are outlined in [16].

While FMEA has been mainly thought for hardware systems, its use is also advocated for those systems where safety and dependability are strongly affected by SW, resulting in the so-called SW-FMEA. This is explicitly prescribed in several regulatory standards driving the development process in mature application contexts, such as space [20, 35] or railways signalling [12].

However, the application of FMEA to SW faces various major hurdles. Functional requirements allocated to SW are by far more complex than those assigned to hardware; identification of failure modes of SW components cannot rely on data-sheets or operational previous experience; SW faults often elude testing, remaining hidden until some complex
triggering conditions activate them \[1\,43\]; they cannot be traced back to well identified causes, such as ageing, wearing, or stressing \[38\].

Complexities affecting SW-FMEA, in conjunction with those described for the classical FMEA, add further motivations to employ ontologies to deal with them, so as to improve the overall process.

In this paper, we propose a methodology that formalizes the semantics of both concepts and data involved in the SW-FMEA process. This provides a common conceptual framework, supporting cohesion across different stages of the development life-cycle, giving a precise semantics to concepts collected in the artifacts of an industrial documentation process \[52\]. We enhance the preliminary work presented in \[2\], adding support for functional requirements traceability, providing a technique for the automatic extraction of relations between functional and structural perspectives of a system. Furthermore, once the mapping between these perspectives is obtained, it is possible to automatically check if the system realization satisfies a certain level of rigor established by the criticality associated to each functional requirement. The proposed methodology also opens the way to the implementation of a tool for automating the processing of SW-FMEA data by leveraging both the semantics defined by the ontology and well-established technologies \[33\,39\,24\]. With respect to \[2\], where we outlined the tool which was still under development, we give a more comprehensive illustration of its architecture, its advanced functionalities, as well as how it is employed in an industrial context.

Without loss of generality, this paper refers to an industrial context where activities and documental artifacts are regulated by the European Cooperation for Space Standardization (ECSS) E-40 standard \[18\] and organized according to the V-Model framework \[10\] and the MIL-STD-498 \[52\]. Specifically, this relies on a concrete experience made at the FinMeccanica site of Selex Galileo in the frame of AASTR project, called reference context in the sequel.

The rest of the paper is organized in four sections. In Section 2, the ontology modeling SW-FMEA process is presented giving a general overview of ontologies (Section 2.1) followed by the description of the three ontological fragments covering the three phases of the methodology (Sections 2.2, 2.3, and 2.4). In Section 3 various ways of discovering the concrete data to be inserted in the ontology are described, three alternatives are provided: i) extracting data from documents produced during the SW life-cycle (Section 3.1); ii) discovering relations between functional and structural perspectives, automatically tracing functional requirements on their implementing SW components (Section 3.2); iii) inferring new information in order to evaluate the quality of the implemented SW components (3.3). In Section 4 the tool supporting the methodology is illustrated from basic (Section 4.1) to advanced (Section 4.2) capabilities and through the experience done within the real scenario of a Selex Galileo project (Section 4.3). In Section 5 conclusion based on our experience are drawn and possible future work is envisaged.

2 Ontological formalization of SW-FMEA concepts

The SW-FMEA process is naturally decomposed into phases. In \[44\], SW-FMEA is decomposed into two steps: i) a hazard analysis is initially performed to identify failure modes and their consequences; ii) countermeasures for mitigation or elimination of failures are then identified. In \[22\], SW-FMEA is also decomposed into two steps: i) System
SW FMEA, performed early in the design process to minimize the impact of design recommendations resulting from the analysis; ii) Detailed SW FMEA, performed later during the system design, with the aim of discovering safety requirements not being met and possible additional requirements. In [5], the process is decomposed into four activities: Top level functional FMEA, Functional SW FMEA, Interface SW FMEA, and Detailed SW FMEA, corresponding to different levels of detail of the analysis.

Figure 1  The stages of the FMEA process mapped on the activities of the development life-cycle characterizing the reference context.

Reflecting the practice of our reference context, this paper assumes that the SW-FMEA process is decomposed into three phases spanning over the whole SW life-cycle as shown in Fig. 1 the Top Level Functional FMEA is mapped on the SW Requirements Analysis; the Detailed Functional FMEA is mapped on the SW Design and SW Coding activities; the SW Development Assurance Level (SW-DAL) Verification is mapped on the SW Coding and HW-in-the-loop Testing activities. While the treatment of this paper is focused on this concrete case, the proposed ontological model can be conveniently adapted to other methods and practices like those previously mentioned [44, 22, 5].

In the following, an ontology is used to support both the formal characterization of concepts involved in the SW-FMEA process and the automatic manipulation of their instances. We also establish a connection between concepts and notions mentioned in the standards regulating the development life-cycle and characterizing the context of use.

The next section recalls a few basic notions about ontologies, while the subsequent sections describe the three phases characterizing our methodology.

2.1 Ontologies overview

An ontology is an explicit specification of a conceptualization [23]. The fundamental elements of an ontological model are classes and properties, where classes are categories or sets of elements, and properties specify the internal structure of a class or the relations among classes. Classes and properties represent the intensional part of the ontology, while their instantiations represent the extensional part: individuals are realizations of concepts
described by classes and attributes are realizations of properties. These elements are concretely implemented through a stack of standardized technologies of the Semantic Web, comprising: i) Ontology Web Language (OWL) [33], used for describing ontologies and based on Resource Description Framework (RDF) [30], and RDF Schema [7] which, in turn, depend on XML [6] and XML Schema [21]; ii) Simple Protocol and RDF Query Language (SPARQL) [39], used to express queries across diverse data sources, whether the data is stored natively as RDF or viewed as RDF via middleware; iii) Semantic Web Rule Language (SWRL) [24] used for writing inference rules and based on a combination of OWL-DL with the Rule Markup Language [4]. In addition, off-the-shelf reasoners are available (e.g. [47, 28, 32]). Altogether, they devise a new paradigm for the organization of systems [9]. Ontologies can be visualized using Unified Modeling Language (UML) notation augmented with stereotypes for RDF and OWL concepts as standardized in the Ontology Definition Metamodel (ODM) [36]. In the following, we adhere to the ODM notation to represent (portions of) the ontological model (see Figs. 2, 3, 4).

In the following, an ontology is used to formalize the semantics of concepts and data involved in the SW-FMEA process, providing a conceptual framework which is robust enough to enforce cohesion and consistency among information elements acquired along different phases of the development life-cycle.

2.2 Top Level Functional FMEA

The first phase of the analysis is carried out early in the SW life-cycle, when the impact of changes to the original project are significantly less expensive. The analysis is performed during the allocation of technical requirements to the Computer SW Configuration Items (CSCI) and Hardware Configuration Items (HCI) in which the system is decomposed.

Fig. 2 shows the ontological concepts involved in this phase. The focus is on the definition of functional requirements associated with the CSCI. Each Functional Requirement is associated with one or more Operation Modes and with some Failure Modes; the latter are the different ways in which the delivered service deviates from the correct implementation of the system function [1]. Each failure mode is associated with the Failure Effects, representing the consequences of the failure upon the system environment. Consequences are then classified through the Severity Level of failure effects. The number, the labeling and the characteristics of the severity levels are application-related and involve the dependable attributes for the considered application [19, 42, 13]. A Failure Mode has its own Severity Level whose value is taken as the maximum severity level of its associated Failure Effects.

Each functional requirement is characterized by a Criticality Value which accounts for the risk of failures associated with the requirement. In our reference context, the Criticality
Value of a functional requirement is defined as a function of both the severity level of its associated failure modes and the criticality value of its associated operation modes. Note that this slightly differs from [19] where the criticality is assigned only to failure modes and is derived from the severity and the probability of the failure mode occurrence. In this phase of development, failure rates are not available, and only severity is thus considered.

The analysis is carried out in early development phases in an iterative manner. At each iteration the criticality of functional requirements is evaluated and, if necessary, further functional requirements are added as countermeasures against the failure modes having high severity levels.

2.3 Detailed Functional FMEA

The second phase of the analysis is accomplished when the SW architecture is almost completed and each CSCI has been associated with a SW structure (see Fig. 1).

Fig. 3 shows the involved ontological concepts. The focus is on the definition of the structural SW elements that compose the system, represented by Item class. An item can be the entire CSCI, a SW Component, a SW Module, or a Method. Structural elements are decomposed in hierarchical manner, from the entire CSCI to the methods, which are the smallest parts of SW with documented functionalities. A CSCI is organized in SW components with their own responsibilities expressed through their methods. Components are physically organized in modules written in some programming language, which, in our reference context, are C and assembly. Each SW Component has an attribute, SW-DAL, representing the level of assurance that must be attained in the development of the component itself.

In this phase of the analysis, functionalities are associated with the structural elements that implement them. The hierarchical decomposition of structural elements is mirrored in a corresponding hierarchy of functionalities. Thus, elements of higher level are associated with more generic functionalities, which in turn are organized in sub-functionalities implemented by elements at a lower level of the hierarchy. Items directly associated with functionalities (see Fig. 3) cooperate in satisfying the functional requirements associated with the CSCI at the root of the hierarchy. Each Functionality is associated with one or more Failure Modes, their Failure Effects and their severity, in the same way as in the Top
Level Functional FMEA. A failure mode associated with a functionality decomposed in sub-functionalities (is_used_by property in Fig. 3) is likely caused by the failure modes associated with these sub-functionalities.

It is worth noting that there is an indirect association between SW Component and Functional Requirement, obtained through the Functionality class. This provides the path between SW Component and Functional Requirement, so that the SW-DAL of a SW Component can be taken as the assurance level corresponding to the highest criticality value among implemented functional requirements.

2.4 SW Development Assurance Level Verification

The third and last phase of the analysis is accomplished late in the life-cycle, when coding is completed (see Fig. 1). Regulatory standards as [42, 12, 35] define the assurance levels classifying SW components according to risk associated with their implementation in relation to dependability attributes (e.g. availability, reliability, safety) relevant for the considered application [11, 46]. Standards prescribe the execution of activities and the production of artifacts along the development life-cycle in order to achieve some specified levels of assurance: RTCA [42] defines Development Assurance Levels (DALs), which guide activities applied along the development; CENELEC [12] associates with Safety Integrity Levels (SILs) the corresponding intervals of failure rates; NASA [35] specifies a SW Risk Index and a SW Safety Effort and the mapping between them.

The allocation of the DAL to SW is primarily based on the severity of the effects of a failure mode; however it can be optimized through the use of algorithms and criteria. For example, in [3], methods to check or optimize a DAL allocation are addressed, formalizing a set of allocation rules as a set of constraints, using a constraints solver to find the optimal solution. Differently from [3], in our reference context the SW-DAL requested in the development of a SW component is taken as the level corresponding to the highest criticality value among the criticality values associated with requirements implemented by the SW component (Section 2.3).

Fig. 4 shows the ontological concepts involved in this phase. Here, the association between a Functional Requirement and a SW Component (not depicted in the UML diagram of Fig. 3) is obtained through the Usage Degree association class specifying how many of component’s functionalities are used to meet the functional requirement. The Criticality Value of a functional requirement comes from Top Level Functional FMEA (see Fig. 2) and represents the risk associated with the implementation of the requirement itself. The SW-DAL of a SW Component is computed during Detailed Functional FMEA and quantifies the level of rigor that has to be attained in the development.

Each SW component is then organized in SW Modules which contain Methods. A method is associated with SW Parameters and Prevention Mitigations which account, respectively, for code and process metrics. Instances of SW parameters are associated with a method through an instance of the SW Parameter Accountability association class representing the value of the specific parameter for that method. In the same way, the association among a method and prevention mitigations is accounted by a value modeled by the Prevention Mitigation Accountability association class. SW Parameters represent properties in the structural perspective, examples from our reference context are number of Lines Of Code (LOC), level of nesting, and cyclomatic complexity; Prevention Mitigations represent process metrics, examples from our reference context are testing coverage, requirements stability and number of open and closed non conformances.
The objective of this phase is to verify if the SW components implementation achieves the required level of assurance, so as to guide the elimination of design and implementation flaws which could impair the system dependability. This is carried out by verifying whether the actual implementation of SW components satisfies the level of assurance defined through information coming from previous phases. This will be shown in Section 3.3. If this verification shows that the required level of assurance is not achieved, additional testing activities or code revisions of the components violating the expected level of rigor can be performed.

![UML representation of the intensional part of the ontology modeling the concepts involved in the SW Development Assurance Level Verification.](image)

**Figure 4** UML representation of the intensional part of the ontology modeling the concepts involved in the SW Development Assurance Level Verification.

## 3 Casting process data into ontology concepts

Ontological concepts involved in the SW-FMEA become concrete by associating them with actual data derived from artifacts and documents produced along the development lifecycle. This stands for the population of the ontological model with instances of structural elements (e.g. CSCI, SW component), functional elements (e.g. functional requirement, functionality), and relations among them.

### 3.1 Finding instances in documents

Data related to the Top Level Functional FMEA (see Fig. 2) are captured in the SW Requirements Specification (SRS) document, that specializes the IEEE-830 standard [25] for the given industrial context. In the SRS, functional and non-functional requirements of a
CSCI are described along with the failure modes, the effects of failure, and the resulting criticality value associated with each requirement. Functional requirements are prescribed to be organized in groups: they can be divided depending on the operation mode they refer to.

Concepts related to the Detailed Functional FMEA (see Fig. 3) are mostly derived from the design activity of SW life-cycle, where architectural items are defined and associated with functionalities. The organization of the SW structure is usually described in the SW Design Description (SDD) document, which specializes the IEEE-1016 standard [26] for the application context. SDD is divided in two parts: the former reports a high level description of the SW items and their functionalities, the latter provides a detailed description of the same items, including explanatory code fragments.

Data related to the SW-DAL Verification (see Fig. 4) come from the SW Coding. The mapping between functional requirements and SW components is usually reported at the end of the SDD while data about code and process metrics, in our reference context, are provided in the Product Assurance Report, conforming to the standard ECSS-Q-80 [20].

3.2 Tracing Functional Requirements

A crucial point in the analysis of failures is given by the relations between functional and structural perspectives. In fact, the association among structural and functional elements is important with respect to maintainability, since it impacts on the ability of the system in isolating or correcting a defect, as well as on satisfaction of new requirements. In addition, the identification of the SW components that implement a functional requirement is also relevant to verify that the implementation is compliant with design specification. As a matter of fact, the regulatory standards expressly require that documents, such as SRS and SDD, contain the traceability matrix.

Traceability of functional requirements has been addressed in various works [17, 56, 55]. In [17], the identification of required computational units is performed through a technique that combines static and dynamic analysis, using concept analysis. The static part of the technique consists in the extraction of the static dependency graph, while the dynamic part of the technique traces the execution of some features, giving the system appropriate inputs. A classification of components is then obtained, analyzing the relevance of a component with regard to a feature. The approach presented in [56] is based on the identification of code invoked during both the execution of the target feature and the execution of the other features. Subtraction of the second from the first gives the desired result. The quantitative evaluation of the relation between a component and a feature is addressed in [55] through the introduction of three metrics: the concentration of a feature in a SW component, the dedication of a component to a feature, and the disparity which measures the closeness between a feature and a component. The authors consider a component as a file composed by basic blocks (i.e. sequences of consecutive statements or expressions containing no transfer of control).

The aim of this paper is not to define or improve a current traceability technique, but rather to use related data within the ontology to help verify the compliance of SW specification with the outcome of its development. Among the possible techniques, we adopted the Aspect Oriented Programming technique [29, 49] as a means to perform requirements traceability. This required the instrumentation of the code so as to obtain the instances of the association between Functional Requirements and SW Components represented in the fragment of the model shown in Fig. 4.
Formally, let $r_i$ be a generic functional requirement and $c_j$ a generic SW component, we look for the relation $T \subseteq 2^{FR} \times 2^{C}$ where $FR$ is the set of functional requirements and $C$ is the set of SW components. We define the generic element $T \in T$ as $<T_r, T_c>$ where $T_r \in 2^{FR}$ and $T_c \in 2^{C}$. In doing so, $<T_r, T_c> \in T$ means that a set of SW components $T_c$ are related to a set of functional requirements $T_r$. Abusing of terms, we call a component $c_i$ necessary for a functional requirement $r_j$ if

$$\forall T \in T : r_j \in T_r \Rightarrow c_i \in T_c,$$

we call a component $c_i$ potential for a functional requirement $r_j$ if

$$\exists T', T'' \in T : r_j \in T'_r \land r_j \in T''_r \Rightarrow c_i \in T'_c \land c_i \not\in T''_c.$$

As in [15], we express a usage degree ($UG$) of a SW component $c_i$ in the implementation of a functional requirement $r_j$, accounting for how many methods $M$ of $c_i$ are executed in realizing $r_j$:

$$UG(c_i, r_j) = \frac{M(c_i, r_j)}{M(c_i)}.$$

Instances of the association of Fig. 4 between functional requirements and SW components are obtained for each functional requirement extracting the components necessary for its implementation and then importing them in the ontology. As a result the ontology provides the ground to perform verification of the compliance of SW implementation with its specification.

### 3.3 Inferring new concepts for SW Development Assurance Level Verification

The aim of the SW Development Assurance Level Verification phase (see Fig. 4) is to provide a verification of the level of assurance attained in the development of SW components, measuring the degree of compliance with the SW-DAL assigned to the SW component during the Detailed Functional FMEA (see Section 2.3). Each level of development assurance is associated to a set of required predicates about the values of code and process metrics. A set of predicates for a functional requirement $r$ with criticality value $c$ has the form

$$P_{c,r} = \{ X_1 \preceq k_1, \ldots, X_n \preceq k_n, Y_1 = s_1, \ldots, Y_m = s_m \} \text{ with } n, m \in \mathbb{N}$$

where, referring to the fragment of the ontological model shown in Fig. 4, $X_i$ and $Y_j$, with $i = 1 \ldots n$ and $j = 1 \ldots m$, are instances of SW Parameter and Prevention Mitigation classes, respectively, while $k_i$ and $s_j$ are instances of SW Parameter Accountability and Prevention Mitigation Accountability classes, respectively. If all the SW components contributing to the realization of $r$ are implemented with values of $X_i$ lower (greater) than $k_i$ and $Y_j$ equal to $s_j$, then $r$ is considered rigorously implemented.

A concrete example coming from our reference context of a set of predicates is

$$P_{c,r} = \{ CC < 5, TC = \text{“all edges”} \}$$

where $CC$ stands for the McCabe’s cyclomatic complexity and $TC$ stands for the testing coverage, two metrics playing an important role in our case study project.

Predicates can be operatively verified by collecting values of both code and process metrics. Several tools supporting static analysis functionalities can be used to extract values
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of code metrics \cite{37,31}, while data regarding process metrics can be extracted directly from the documentation.

Once data relative to metrics are available, the validation process for a functional requirement implementation consists in checking whether each SW component implementing it satisfies the predicates. This will be shown in Section 4.1.

4 Practical experience

The ontology abstraction of the proposed methodology can be directly converted into an advanced SW architecture incorporating the ontological model. This has been done by implementing a web application, called RAMSES (Reliability Availability Maintainability and Safety Engineering Semantics), built on top of a stack of semantic web technologies and standards.

The web application architecture is shortly sketched in Fig. 5. The Presentation Layer represents the interface between the user and the Domain Layer, which is in charge of the application logic and the data processing functionalities and is implemented using Plain Old Java Object (POJO). The Data Layer is responsible for data representation and conceptualization and is realized through an Ontological Model. The Object-to-Ontology Mapping Layer bridges the gap between the Domain Layer and the Data Layer solving the impedance mismatch, i.e. the conceptual distance between the object model and the ontological model. In so doing, the domain logic is captured by the ontological model, enabling the generalization of the application logic to adapt it as the concepts describing data change.

Use of ontologies brings about a number of relevant benefits: i) each SW-FMEA project can be represented in OWL form and then it can be exported and imported through this format, enhancing reusability and interoperability; ii) the construction of SW-FMEA worksheets and other reports is reduced to the extraction of proper data from the result set generated by a SPARQL query, which in turn is automatically resolved by an ontological reasoner; iii) new information can be inferred from the knowledge base by the ontological reasoner by means, for instance, of predefined SWRL rules.

4.1 Basic Tool Capabilities

Fig. 6 shows the Use Case Diagram representing the basic functionalities of the tool. The user is involved in the following cases: a) CRUD (Create, Retrieve, Update, Delete) operations on Entities involved in the methodology (e.g. functional requirements, SW components, functionalities); b) the addition/removal of an association between Entities; c) the generation and the view of SW-FMEA worksheets; d) the visualization of hierarchical views. The administrator is responsible for the activities of management of users.

As mentioned previously, the user populates the extensional part of the ontology with data produced along the development life-cycle, e.g. functional requirements, structural elements and their functionalities. This enables the execution of basic activities such as the production of SW-FMEA worksheets and the generation of hierarchical views of both structural and functional elements. In our reference context, the worksheet assumes the generic form of Fig. 7, standardized in ECSS. However, depending on the stage of the analysis, the tool can generate worksheets in which some fields are omitted.

Part of the concepts contained in the ontology stands for data categories contained in the worksheet. For instance, Item, Functionality, Failure Mode, Operation Modes and
Figure 5  Three-tier ontological architecture of a web application.

Figure 6  Use Case Diagram representing the basic functionalities supported by RAMSES.

Figure 7  The format of a row in the SW-FMEA worksheet, as standardized in ECSS.
Failure Effects correspond to classes of the ontology, while Item Number, Failure Causes, Severity, Failure Detection Methods, Compensating Provisions, Corrective Actions and Remarks correspond to properties. Thanks to a query language as SPARQL, the ontology can be queried to extract the concepts’ instances to fill the worksheet. As far as the ontology is concerned, this is written in OWL and organized as triples (or statements) in the form of \( \langle \text{subject}, \text{predicate}, \text{object} \rangle \), where subject is the concept described by the triple, predicate describes a relationship between subject and object which, in turn, is a concept as well. The SPARQL query shown in Listing 1 automatically obtains the generic SW-FMEA worksheet of Fig. 7

```
WHERE { ?component rdf:type <urn:ramses#SWComponent> .
?component <urn:ramses#hasItemId> ?idComponent .
?component <urn:ramses#hasFunctionality> ?functionality .
?functReq <urn:ramases#isImplementedBy> ?component .
?functReq <urn:ramses#isInOperationMode> ?opMode .
?functionality <urn:ramses#hasFailureMode> ?failureMode .
?failureCause <urn:ramses#isCausesOf> ?failureMode .
?failureMode <urn:ramses#hasEffect> ?failureEffect .
?failureMode <urn:ramses#hasSeverityLevel> ?severityLevel .
?failureMode <urn:ramses#hasDetectionMethod> ?detMethod .
?failureMode <urn:ramses#hasCompensatingProvision> ?compProv .
?failureMode <urn:ramses#hasCorrectiveAction> ?corrAct .
?failureMode <urn:ramses#hasRemarks> ?remarks .
```

Listing 1 A SPARQL query producing a result set comprising the values for the construction of the SW-FMEA worksheet.

RAMSES can also build hierarchical views of both structural and functional elements, providing a clearer picture of the system, by aggregating data scattered in different documents produced along the life-cycle. Fig. 8 shows the hierarchical view of structural elements obtained through the execution of the SPARQL query of Listing 2. This view corresponds to the left side of the model of Fig. 3 which, however, does not include the concept of SubProgram. In fact, the SubProgram entity has been added to the ontological class hierarchy between CSCI and SW Component, in order to adapt the (general) model of Fig. 3 to the needs of our reference context. This witnesses the capability of our methodology to adjust to different design styles.

```
SELECT ?CSCI ?SubProgram ?SWComponent ?SWModule
WHERE { ?CSCI rdf:type <urn:ramses#CSCI> .
?CSCI <urn:ramses#hasSubProg> ?SubProgram .
?SubProgram <urn:ramses#hasSubProg> ?SubProgram .
?SubProgram <urn:ramses#hasSWComponent> ?SWComponent .
?SWComponent <urn:ramses#hasSWModule> ?SWModule .
```

Listing 2 A SPARQL query producing a result set comprising the data used to build the hierarchical view.

4.2 Advanced Tool Capabilities

In addition to the previously mentioned functions, the tool provides advanced functionalities to ease and improve the execution of the analysis. Fig. 9 shows the Use Case Diagram
representing the advanced functionalities of the tool. The user is involved in the following cases: a) the generation and the view of chains of failure modes; b) the identification of most critical functional requirements; c) the verification of the SW-DAL attained in the development of SW components.

The tabular nature of the SW-FMEA worksheets leads to a scattered representation of information about the system. Therefore, the search for a chain of failure modes causing a failure effect compels the analyst to jump from one row to another of the worksheets, following the links contained in cell labeled “Failure Causes” (Fig. 7). On the contrary, the ontology of Fig. 3 makes explicit the chain by the *Failure Mode* and *Failure Effect* classes.
and by the is_cause_of and has_FE properties, simplifying the search of the failure modes leading to a given failure effect. In fact, instances of the entities involved in the chain can be easily retrieved through a SPARQL query. In other words, the ontology provides the tool the capability of gathering information which is hidden (e.g. scattered throughout the worksheets) in a classical SW-FMEA process.

When dealing with a large number of functional requirements, it is desirable that the analyst focuses his attention on the most critical ones. Leveraging the reasoning capability provided by the ontological model, the tool provides automatic identification of the most critical functional requirements. In our case, the criticality value of a functional requirement can be obtained through a set of SWRL rules. For instance, Listing 3 shows an SWRL rule, written in human readable syntax [24], which states that a functional requirement \( ?z \) has criticality value “highly critical” if it is related to an operation mode \( ?x \) with criticality value “highly critical” and it is affected by a failure mode \( ?y \) with severity level equal to 4.

\[
\begin{align*}
\text{ramses:FunctionalRequirement}(&?z) \land \\
\text{ramses:OperationMode}(&?x) \land \\
\text{ramses:hasCriticalityValue}(&?x, "highly critical") \land \\
\text{ramses:FailureMode}(&?y) \land \\
\text{ramses:hasSeverityLevel}(&?y, 4) \land \\
\text{ramses:is_In_OP}(&?z, ?x) \land \\
\text{ramses:has_FM}(&?z, ?y) \Rightarrow \\
\text{ramses:hasCriticalityValue}(&?z, "highly critical")
\end{align*}
\]

Listing 3 SWRL rule stating the conditions to define “highly critical” the criticality value of a functional requirement.

The reasoning capability is also crucial for the SW-DAL Verification phase. As reported in Section 3.3 a functional requirement is rigorously implemented if the related SW components satisfy a predefined set of predicates. For instance, to verify one of the predicates exemplified at the end of that section, the SWRL rule of Listing 4 can be used. The rule verifies whether for a functional requirement \( ?r \) with criticality value \( c \), there exists a SW component \( ?swc \) which is implemented by a SW module \( ?swm \) containing a method \( ?m \) having a McCabe’s cyclomatic complexity \( ?sp \) greater than 5. If the rule is verified, the predicate is violated and the functional requirement is considered not rigorously implemented. Therefore taking advantage of the ontology, RAMSES is able to recommend appropriate actions to the analyst.

\[
\begin{align*}
\text{ramses:hasCriticalityValue}(&?f,c) \land \\
\text{ramses:isImplementedBy}(&?r, ?ud) \land \\
\text{ramses:hasUsedComponent}(&?ud, ?swc) \land \\
\text{ramses:hasSWModule}(&?swc, ?swm) \land \\
\text{ramses:hasMethod}(&?swm, ?m) \land \\
\text{ramses:hasSWParameterAcc}(&?m, ?spa) \land \\
\text{ramses:hasLinkedParameter}(&?spa, ?sp) \land \\
\text{ramses:hasName}(&?sp, "cyclomatic complexity") \land \\
\text{ramses:hasParamValue}(&?spa, ?pv) \land \\
\text{swrlb:greaterThan}(&?pv, 5) \Rightarrow \\
\text{ramses:NotRigorous}(&?f)
\end{align*}
\]

Listing 4 SWRL rule verifying the satisfaction of a predicate.
4.3 Practical experimentation on the AASTR SW

Experimentation of RAMSES tool was done in the context of the AASTR project, which targeted the development of the Active Pixel Sensor (APS) Autonomous Star Tracker for the Bepi Colombo Mission under the control of Astrium Space Deutschland (ASD) and European Space Agency (ESA). The main purpose of the AASTR SW is acquiring data from the APS detector, performing the star clustering and filtering, and then calculating the attitude and the angular rate. Attitude propagation allows tracking of the stars. The AASTR SW incorporates the algorithms for the attitude determination and the on-board stars catalogue with the reference stars and the related patterns (triads).

The application of the methodology starts with the Top Level Functional FMEA phase. The analyst inserts information about the CSCIs composing the system and the operation modes characterizing it. The related functional requirements are then defined and their failure modes with the respective failure effects are inductively discovered; all of them are loaded in the ontological base through the tool interface. Fig. 10 shows the screenshot of the interface for entering Functional Requirements instances. To give an idea of our case study, AASTR SW is composed by a single CSCI, having 8 possible operation modes and 243 functional requirements. Once the previous data have been input, the chain of failure modes discussed in the previous section can be visualized, helping the analyst in focusing the causes of a certain failure effect. Fig. 11 shows how such chains are displayed by the tool interface. As reported in Section 2.2, the functional requirement criticality value is a function of both the criticality value of the operation mode it refers to and the severity level of the failure modes affecting it. In AASTR SW project, criticality values of operation modes are classified as in Table 1, that is according to both the kind of memory (PROM or EEPROM) the SW is resident in and the possibility of applying patches on that SW.

![Figure 10](image.png)

**Figure 10** Screenshot showing the tool interface provided to enter a new instance of Functional Requirement in the ontological model.

<table>
<thead>
<tr>
<th></th>
<th>patch</th>
<th>semi-patch</th>
<th>no patch</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EEPROM</td>
<td>lowly</td>
<td>critical</td>
<td>highly critical</td>
</tr>
</tbody>
</table>

**Table 1** Operation mode criticality values

The severity level of a failure mode is classified according to the ECSS standard: minor or negligible, major, critical, and catastrophic. Each level is mapped to a numerical value.
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Figure 11  Failure modes chains leading to failure effects as visualized by the RAMSES interface.

Figure 12  List of functional requirements.

ranging from 1 to 4 respectively. Using rules such that in Listing 3, the reasoner can identify the most critical functional requirements. These are highlighted in the screen of Fig. 12.
Table 2 shows the functional requirement criticality value as a function of the maximum operation mode criticality value the requirement is related to, and the maximum failure mode severity level the requirement is affected by.

<table>
<thead>
<tr>
<th>Failure mode Severity Level</th>
<th>Operation Mode Criticality Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>lowly critical</td>
</tr>
<tr>
<td>1</td>
<td>lowly critical</td>
</tr>
<tr>
<td>2</td>
<td>critical</td>
</tr>
<tr>
<td>3</td>
<td>critical</td>
</tr>
<tr>
<td>4</td>
<td>highly critical</td>
</tr>
</tbody>
</table>

Table 2  Functional Requirement criticality values.

Fig. 13 shows the ongoing Top Level Functional FMEA worksheet that is automatically generated by the tool at this point of the analysis.

In the subsequent phase, the Detailed Functional FMEA, the analyst proceeds in a similar manner. Collected information (i.e. instances of SubProgram, SW Component, SW Module, Method, and Functionality) is added to the ontological base and can be browsed through the tool interface. Furthermore, a Detailed Functional FMEA worksheet, i.e. focusing on failure modes affecting functionalities, can be generated. Also, hierarchical views such the one generated by the query of Listing 2 can be displayed as in Fig. 14.

In the last phase, SW-DAL Verification, information about SW parameters and prevention mitigations is added to the methods. In the AASTR SW project, 24 metrics have been used. Though only the following metrics have been considered: McCabe cyclomatic...
number, number of source code instructions, number of nested control structures and test coverage. In any case, new metrics can be dynamically added at any time through the application interface. As the metrics values are inserted in the ontological base, the reasoner controls if the required level of assurance for a functional requirement is reached by the current implementation using a rule such that of Listing 4. Fig. 12 shows the recommendation issued by RAMSES when a violation is detected by the reasoner: highlighted elements correspond to highly critical functional requirements; a warning signal visualized in the “Assurance” column indicates a violation of a required SW-DAL; a tick indicates a rigorously implemented functional requirement; a question mark indicates a functional requirement with SW-DAL not still defined or with components not still implemented. At this point, the analyst can enter in the functional requirement details page, where the methods, the related SW module and the related SW component causing the violation of one or more predicate are listed in the “Methods violating SW-DAL predicates” section (Fig. 13), indicating where a deeper effort should be put (e.g. modifying the code or using better testing strategies) to attain the expected level.

5 Conclusions

We proposed a methodology based on an ontological formalization of the SW-FMEA process which is robust enough to enforce cohesion and consistency among information elements acquired along different phases of the development process, possibly contributed by different parties. The methodology is structured into three phases that are related to the stages comprised in a SW life-cycle. The methodology was tuned to fit to the V-Model.
**Figure 15** Not rigorously implemented functional requirement details page.
adopted in our reference context; however, it can be effectively tailored to different development policies, redefining the relations between the three phases and the stages of the life-cycle considered. The methodology can also be adapted to different standards, which may prescribe the collection of different information pieces during SW-FMEA process, leading to the generation of different structures for the worksheet. In this paper, we referred to the ECSS standard.

The formalized conceptualization enables effective application of reasoning tools aiding the accomplishment of crucial and effort-expensive activities. This includes basic functionalities such as efficient production of SW-FMEA worksheets, as well as hierarchical views of functional and structural elements. It also provides the ground for advanced functionalities such as: identification of the most critical functional requirements, automated mapping between functional requirements and SW components, visualization of failure mode-failure effect chains, automatic identification of SW components impairing the required quality of service.

The ontological model opened the way to the implementation of a tool (RAMSES) built on well-established semantic web technologies. RAMSES automates the processing of SW-FMEA data by exploiting query capabilities of SPARQL as well as the inference capabilities of an off-the-shelf reasoner. The tool has been tailored to a specific industrial context, however, it can be adapted to different industrial processes/life-cycles, leveraging the adaptability of the ontological model.

The tool was tested and verified with data referring to an already accomplished project (AASTR), and it is being applied in the frame of a new project of Selex Galileo, which is currently under development.
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