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Abstract—Quantitative evaluation of models with generally distributed transitions requires the analysis of non-Markovian processes that may not be isomorphic to their underlying untimed models and may include any number of concurrent nonexponential timers. The analysis of stochastic Time Petri Nets (sTPNs) copes with the problem by covering the state space with stochastic classes, which extend the theory of Difference Bounds Matrix (DBM) with a state probability density function. As a core step, the analysis process requires symbolic manipulation of density functions supported over DBM domains. We characterize and engineer the critical steps of this derivation. We first show that the state-density function accepts a continuous piecewise representation over a partition in DBM-shaped subdomains. We then develop a closed-form symbolic calculus of state-density functions under the assumption that transitions in the sTPN model have expolynomial distributions over possibly bounded intervals. The calculus shows that within each subdomain, the state-density function is a multivariate expolynomial function, and it makes explicit the way in which this form evolves and grows in complexity as the state accumulates memory through subsequent transitions. This enables an efficient implementation of the analysis process and provides the formal basis that supports the introduction of an imprecise analysis based on the approximation of state-density functions through Bernstein Polynomials. The approximation attacks practical and theoretical limits in the applicability of stochastic state classes and devises a new approach to the analysis of non-Markovian models, relying on approximations in the state space rather than in the structure of the model.

Index Terms—Correctness verification, performance and dependability, quantitative evaluation, stochastic Time Petri nets, dense-time state-space analysis, Difference Bounds Matrix, Markov Renewal Theory, approximate state-space representation, density function approximation, Bernstein polynomials.

1 INTRODUCTION

Qualitative verification and quantitative evaluation play complementary roles in the engineering of concurrent and timed software. While the former identifies feasible behaviors, the latter associates them with a measure of probability. This assumes a crucial relevance in various processes of the development lifecycle of safety critical software components. Unfortunately, the two aspects of verification and evaluation determine contrasting needs, resulting in separate formalisms and techniques.

In qualitative verification, the focus on the identification of feasible behaviors places a major relevance on the representation of concurrent nondeterministic timers taking values within a possibly bounded support. This is essential to represent implicit precedences induced by the relative timing of concurrent events, and comprises a common element of the expressivity of most verification formalisms, such as Time Petri Nets and Timed Automata [28], [3]. Since timing constraints restrict the set of feasible behaviors, state-space enumeration must jointly account for logical locations and timers. And, since timers are densely valued, states cannot be enumerated explicitly. The state space must thus be covered with state classes, each encoding a dense variety of states with the same logical location but with different values of the vector of active timers [37]. Different abstractions can be considered to encode the domain of timers values included within a class [2], [19], [5]. A large part of the literature has developed on Difference Bounds Matrix (DBM) [19], [37], [6], which combines various fortunate properties: it is closed with respect to the transformation induced by the advancement of time observed at the firing of a transition; it provides a compact partition of the state space such that any two states reached through the same sequence of logical locations are included in the same class; it accepts compact encoding and efficient manipulation algorithms. These properties have been exploited in a variety of verification techniques and tools [4], [12], [21], [8], [18], which solve crucial decision and optimization problems pertaining timed reachability and maximum duration between events. However, while supporting the identification of feasible behaviors, these techniques do not provide any measure of their probability.

In quantitative evaluation, nondeterministic choices and timers are associated with a probability measure so that the evolution of the logical location becomes a continuous time stochastic chain. In this perspective, models for quantitative evaluation can be regarded as an extension of those for qualitative verification. However, in order to enable Markovian analysis techniques, the representation of concurrent timers is subject to severe restrictions pertaining the type of distributions, their support, and/or the degree of concurrency among active timers. If all timers are distributed as negative exponential variables over an unbounded support, as in Stochastic Petri Nets (SPNs) [29],
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the stochastic process underlying the model is a Continuous Time Markov Chain (CTMC) isomorphic to the state space of the untimed model, which can be efficiently analyzed in transient and steady state [17]. If immediate transitions are added, as in Generalized Stochastic Petri Nets (GSPNs) [1], the reduced process that observes only tangible states is still a CTMC isomorphic to a state space that can be derived from the untimed model.

When the model includes generally distributed timers, the underlying process becomes a generalized semi-Markov process [16] for which no general techniques of analysis are available. As an additional difficulty, if some of the timers take values over a bounded support, the space of reachable markings is not isomorphic to that of the untimed model. Both complexities can be avoided in various special cases. If the model never reaches a state where two generally distributed transitions are persistent, then the underlying process becomes a semiregenerative Markov process and can be analyzed through Markov Renewal Theory [16], [15] or through the method of supplementary variables [22], [23], [35]. In [24], [25], the limit on the number of concurrent generally distributed transitions is broken for the special case of deterministic transitions through the enumeration of a discrete-time general state-space Markov Chain (GSSMC).

Following a different approach, various works have proposed approximation of generally distributed transitions to obtain an approximant model that underlies a CTMC. In [9], generally distributed transitions are approximated through continuous Phase Type distributions [30]. Approximation based on the subclasses of Coxian distributions and Exponential Mixtures are proposed in [27] and [20], respectively. In the perspective of this work, these approaches share two common salient traits: They apply the approximation in the structure of the model and they resort to approximant functions supported over unbounded domains. The former aspect enables usage of monovariate approximant functions. The latter guarantees isomorphism between the state space of the untimed model and the underlying stochastic process.

In [11], [13], we introduced a new technique that integrates qualitative verification and quantitative evaluation of densely timed models with any number of concurrent generally distributed timers. The method develops on the concept of stochastic classes, which augment state classes with a state-density function. This establishes a probability measure over the variety of timed behaviors encompassed within the boundaries of a state space covered through state classes. The reachability relation among stochastic classes defines a stochastic class graph, which enables the integration of correctness verification based on the theory of DBM classes with the derivation of various quantitative measures: the probability of any untimed firing sequence (symbolic run) and the distribution of the time spent in its execution; the identification of a set of regeneration classes and the derivation of the subordinate process between any two regeneration classes; the steady-state probabilities of regeneration classes based on Markov Renewal Theory [13].

Following a different approach, various works have proposed approximation of generally distributed transitions to obtain an approximant model that underlies a CTMC. In [9], generally distributed transitions are approximated through continuous Phase Type distributions [30]. Approximation based on the subclasses of Coxian distributions and Exponential Mixtures are proposed in [27] and [20], respectively. In the perspective of this work, these approaches share two common salient traits: They apply the approximation in the structure of the model and they resort to approximant functions supported over unbounded domains. The former aspect enables usage of monovariate approximant functions. The latter guarantees isomorphism between the state space of the untimed model and the underlying stochastic process.

In [11], [13], we introduced a new technique that integrates qualitative verification and quantitative evaluation of densely timed models with any number of concurrent generally distributed timers. The method develops on the concept of stochastic classes, which augment state classes with a state-density function. This establishes a probability measure over the variety of timed behaviors encompassed within the boundaries of a state space covered through state classes. The reachability relation among stochastic classes defines a stochastic class graph, which enables the integration of correctness verification based on the theory of DBM classes with the derivation of various quantitative measures: the probability of any untimed firing sequence (symbolic run) and the distribution of the time spent in its execution; the identification of a set of regeneration classes and the derivation of the subordinate process between any two regeneration classes; the steady-state probabilities of regeneration classes based on Markov Renewal Theory [13].

As a core step, the analysis process requires that the enumeration of state classes [7], [37] be coupled with the symbolic manipulation of state-density functions. The approach was first implemented in the Oris tool [32] by delegating the symbolic calculus to the Mathematica Kernel [38]. However, the implementation encounters various practical and theoretical limits: Each state class may be expanded into multiple stochastic classes, exacerbating the state explosion problem of nondeterministic analysis; the expansion may be even unbounded if the state class graph includes any cycle that never visits any regeneration class [13]; the complexity of derivation of a successor depends not only on the structure of the state class (i.e., on the number of enabled transitions) but also on the complexity of the density function, which may grow along complex nonregenerative behaviors.

In this paper, we provide a closed-form calculus for the derivation of state-density functions over DBM domains for models where all transitions have exponential distributions over nonpoint-like intervals. Immediate and deterministic transitions are excluded to limit the complexity of the treatment, but they can be easily encompassed in the light of the theory developed in [13]. The derivation provides practical and conceptual results. In the practical perspective, it enables a dedicated C++ implementation, which changes the order of complexity for the time spent in the derivation and provides a library that can be embedded in a variety of analysis tools. In the conceptual perspective, the derivation makes evident the structure of density functions, the way in which they evolve through transitions between classes, and the factors that determine the actual complexity of their derivation. Based on this insight, we propose an approximate representation of the state space that leverages upon the relaxation of the equivalence between state-density functions and upon the approximation of state-density functions themselves. In particular, we develop and experiment an approximation based on Bernstein Polynomials [26], [34] that can be applied when all model timers with unbounded support have exponential distribution. This devises a new approach to the analysis of non-Markovian models, which relies on multivariate approximation performed in the state space rather than in the structure of the net. Computational experience shows that this enables the treatment of models that cannot be managed by the exact analysis for practical factors or for theoretical limits of unboundedness.

The rest of the paper is organized as follows: In Sections 2 and 3, we recall the definition of stochastic Time Petri Nets (sTPNs) and their analysis technique based on stochastic classes. The closed-form calculus supporting symbolic derivation of state-density functions is developed in Section 4. The theory of approximation is developed in Section 5 and assessed through computational experience in Section 6. Conclusions are drawn in Section 7. For the sake of readability, all proofs and an instrumental algorithm are reported in the Appendix.
$LFT^*$, and $\tau_0$ add timing constraints in the style of Time Petri Nets: $\tau_0$ associates each transition $t \in T$ with an (initial) time to fire ($\tau_0: T \rightarrow \mathbb{R}_0^+$, where $\mathbb{R}_0^+$ denotes the set of nonnegative real numbers); besides, $EFT^*: T \rightarrow \mathbb{R}_0^+$ and $LFT^*: T \rightarrow \mathbb{R}_0^+ \cup \{+\infty\}$ associate each transition with a static firing interval made of a static Earliest Firing Time and a static Latest Firing Time, respectively, with $EFT^*(t) \leq LFT^*(t)$. Finally, $F$ and $C$ define a measure of probability for nondeterministic choices: $C$ associates each transition with a real-valued weight ($C: T \rightarrow \mathbb{R}$); besides, $\tau$ is a vector of times to fire of transitions enabled by $m$, and $F_r()$ is a probability distribution for $\tau$ supported over domain $D$. Stochastic classes are associated with a succession relation extending the relation of AE reachability between state classes [31] with a measure of probability [11], [37]:

**Definition 3.1.** Given two stochastic classes $\Sigma = \langle m, D, F_r() \rangle$ and $\Sigma' = \langle m', D', F_r() \rangle$, we say that $\Sigma'$ is a successor of $\Sigma$ through $t_o$ with probability $\mu$, and we write $\Sigma \xrightarrow{t_o} \Sigma'$, iff the following property holds: If the marking of the net is $m$ and the vector of times to fire of transitions enabled by $m$ is a random variable $\tau$ with support $D$ and distribution $F_r()$, then the firing of $t_o$ occurs with probability $\mu > 0$ and leads to a new marking $m'$ and a new vector of times to fire $\tau'$ with support $D'$ and distribution $F_r()$.

Given an initial stochastic class $\Sigma_0$, the transitive closure of $\xrightarrow{t_o}$ defines a *stochastic class graph* (stochastic graph for short), where vertices are stochastic classes and edges are labeled with a transition $t$ and a probability $\mu$.

### 3.2 DBM Domains

In general, firing domains of the classes in the stochastic graph may have a different structure depending on the shape of the firing domain of the initial class. A special notable case occurs when the firing domain of the initial class is the space of solutions of a set of linear inequalities in the form of a DBM [19], [37]

$$D = \{ \tau_i - \tau_j \leq b_{ij} \quad \forall i \neq j \in [0, N-1] \cup \{\ast\} \},$$

where $\tau = \langle \tau_0, \tau_1, \ldots, \tau_{N-1} \rangle$ is the vector of times to fire of enabled transitions, $\tau = 0$ is a fictitious variable introduced to regularize the structure of inequalities, and $b_{ij} \in \mathbb{R} \cup \{+\infty\}$ are the coefficients which define the firing domain.

DBM encoding is closed with respect to the transformation induced by the firing semantics of Time Petri Nets according to the AE succession relation among state classes: If the domain of the initial stochastic class $\Sigma_0'$ is encoded as a DBM, then all the classes in the stochastic graph have a domain in DBM form [19], [37]. Moreover, DBM encoding is efficient with respect to both space of representation and time of manipulation. Specifically, the DBM form has a normal form of representation where $b_{ij}$ coincides with the maximum value that can be attained by the difference $\tau_i - \tau_j$ in some solution of the set. The normal form exists uniquely, supporting efficient test of equivalence in time $O(N^2)$ and detection of successor classes in time $O(N)$ [37]. The normal form is univocally identified by the condition

$$b_{ij} \leq b_{ih} + b_{hj} \quad \forall i, j, h \in [0, N-1] \cup \{\ast\} \quad \text{with } i \neq j \neq h \neq i.$$  

According to (4), the normal form is the solution of an all-shortest-path problem and can be computed in time $O(N^3)$...
or even in time $O(N^2)$ in a repeated derivation exploiting warm restart [37].

### 3.3 Enumeration of Stochastic-Classes

Enumeration of the reachability relation $\mathcal{L}_\mu$ requires: detection of successors, evaluation of their probability, derivation of successor domains, and calculation of their state-density functions. We recall here the formulation provided in [13], limiting the treatment to the case of transitions with nonpoint-like firing intervals: $\forall t \in T$, we assume that $EFT^\tau(t) < LFT^\tau(t)$ and that $F^\tau_i$ can be expressed as the integral function of a probability density function $f_i()$

$$F^\tau_i(x) = \int_0^x f_i(y)dy. \quad (5)$$

The treatment could also be generalized to include immediate and deterministic transitions by resorting to the $(Q, U, V)$—partition developed in [13]. However, the assumption of nonpoint-like firing intervals largely simplifies notational conventions. In particular, it guarantees that the probability distribution $F^\tau_i$ of every reachable stochastic class is absolutely continuous (provided that this holds in the initial stochastic class $\Sigma^*$) and can thus be expressed as the integral function of a probability density function $f_i()$. We will thus represent the stochastic class $(m, D, F_i()$ as $(m, D, f_i())$, and we will call $f_i()$ state-density function.

### 3.4 Successors Detection and Calculus of Their Probability

Let $\Sigma = (m, D, f_i())$ be a stochastic class, $(t_0, t_1, \ldots, t_{N-1})$ be the vector of transitions enabled by $m$, and $\tau = \langle t_0, t_1, \ldots, t_{N-1} \rangle$ the vector of their times to fire. $t_0$ is an outcomes event from $\Sigma$ iff there is a nonempty set of solutions for the restricted firing domain $D_{t_0}$ which augments the set $D$ of (3) with the additional constraints $\tau_0 \leq \tau_n \forall n \in [1, N - 1]$. According to the semantics of sTPN, the probability $\mu_{t_0}$ that $t_0$ is the outcomes event is the probability that the vector of times to fire belongs to $D_{t_0}$ and $t_0$ is selected in the random switch among all transitions which share the same time to fire of $t_0$. However, since the probability distribution is absolutely continuous, the probability that $t_0$ has the same time to fire of any other transition is equal to 0, and $\mu_{t_0}$ is equal to the probability that the vector of times to fire belongs to $D_{t_0}$

$$\mu_{t_0} = \int_{D_{t_0}} f(x)dx. \quad (6)$$

### 3.5 Derivation of Successor State-Probability Density Functions

We denote by $\Sigma^* = (m', D', f'())$ the stochastic class reached from $\Sigma = (m, D, f_0())$ through $t_0$. The marking $m'$ is derived according to (1). The firing domain $D'$ and the probability density function $f'()$ are derived through four steps accounting for: the conditioning introduced by the assumption that $t_0$ is the first transition to fire; the advancement of time observed at the firing of $t_0$ and the elimination of the time to fire of $t_0$ itself; the elimination of times to fire of transitions disabled by the firing of $t_0$; and the addition of times to fire of transitions newly enabled by the firing of $t_0$.

**Conditioning.** The assumption that $t_0$ is the next transition to fire conditions the vector $\tau$, yielding a new random variable $\tau^\tau$, distributed in the restricted domain $D_{t_0}$ with density function $f_{\tau^\tau}()$ derived as a conditional probability

$$f_{\tau^\tau}(x) = \frac{f_0(x)}{\mu_{t_0}}. \quad (7)$$

**Time-advancement.** At the firing of $t_0$, times to fire of all enabled transitions are reduced by $\tau_0$ and $\tau_0$ itself is eliminated from the vector of times to fire, yielding a new vector $\tau^b = \langle \tau_1 - \tau_0, \ldots, \tau_{N-1} - \tau_0 \rangle$. The support $D'$ and the density function $f_{\tau^b}()$ of $\tau^b$ are obtained by shifting all the components by $\tau_0$ and by computing the projection that eliminates $\tau_0$

$$D^b = \{\{x_1, \ldots, x_{N-1}\} | \exists \tau_0 \text{ such that } \langle x_0, x_1 + x_0, \ldots, x_{N-1} + x_0 \rangle \in D_{t_0}\},$$

$$f_{\tau^b}(x_1, \ldots, x_{N-1}) = \int_{D^b_{t_0}(x_1, \ldots, x_{N-1})} f_{\tau^b}(x_0, x_1 + x_0, \ldots, x_{N-1} + x_0)dx_0,$$

where

$$D^b_{t_0}(x_1, \ldots, x_{N-1}) = \{\langle x_0, x_1 + x_0, \ldots, x_{N-1} + x_0 \rangle | x_0 \in D_{t_0}\}.$$

**Disabling.** When $t_0$ fires, one or more transitions may be disabled: We denote their number with $N_d$ and we assume that they are encoded in the tail of $x^b$. Elimination of disabled transitions yields a new vector of times to fire $\tau^c = \langle \tau_1^c, \ldots, \tau_{N-N_d}^{b-1} \rangle$, with density function

$$D^c = \{\{x_1, \ldots, x_{N-N_d-1}\} | \exists \langle x_0, x_1, \ldots, x_{N-1} \rangle \text{ such that } \langle x_1, x_2, \ldots, x_{N-1} \rangle \in D^b\},$$

$$f_{\tau^c}(x_1, \ldots, x_{N-N_d-1}) = \int_{D^b_{t_0}(x_1, \ldots, x_{N-N_d-1})} f_{\tau^b}(x_0, x_1 + x_0, \ldots, x_{N-1} + x_0)dx_0,$$

where

$$D^b_{t_0}(x_1, \ldots, x_{N-N_d-1}) = \{\langle x_0, x_1 + x_0, \ldots, x_{N-1} + x_0 \rangle | x_0 \in D_{t_0}\}.$$

**Newly enabling.** The vector $\tau'_{\tau^b}$ of times to fire of transitions enabled in $\Sigma^* = (m', D', f'())$ is finally obtained by extending $\tau^c$ with the times to fire of newly enabled transitions. We denote by $N_e$ the number of newly enabled transitions and we encode them in the tail of the vector of times to fire: $\tau' = \langle \tau_1^{t_0}, \ldots, \tau_{N-N_d-1}^{t_0}, \tau'_{N-N_d-1}^{t_0}, \ldots, \tau'_{N-N_d-1}^{t_0} \rangle$. Since the time to fire of each newly enabled transition $t$ is sampled independently according to its static density function $f_t()$, if $t_{(i)}$ denotes the $i$th newly enabled transition, the density function $f_t()$ is expressed as

$$D' = D' \times \prod_{i=0}^{N_e-1} \left[\left[ EFT^t(t_{(i)}), LFT^t(t_{(i)}) \right] \right],$$

$$f_t'(x_1, \ldots, x_{N-N_d-1}, x_{N-N_d-1}^t, \ldots, x_{N-N_d-1}^t + x_{N-e})$$

$$= f_{\tau^c}(x_1, \ldots, x_{N-N_d-1}) \cdot \prod_{i=0}^{N_e-1} f_{t_{(i)}}(x_{N-N_d-1}^t).$$
4 CLOSED-FORM CALCULUS

In this section, we first show that the density function \( f_r() \) accepts a continuous piecewise representation over a partition of the domain \( D^{'} \) in subdomains that are still shaped as DBM zones, and we then develop a closed-form calculus enabling symbolic derivation of the analytic representation of state-density functions for models with expolynomially distributed transitions.

We assume the following notational conventions: If \( x = (x_1, \ldots, x_{N-1}) \in \mathbb{R}^{N-1} \) and \( x_0 \in \mathbb{R} \), then \( \langle x_0, x \rangle \) denotes the vector \( (x_0, x_1, \ldots, x_{N-1}) \in \mathbb{R}^N \), and \( x + x_0 \) denotes the vector \( (x_1 + x_0, x_2 + x_0, \ldots, x_{N-1} + x_0) \in \mathbb{R}^{N-1} \); besides, according to multi-index notation, for any three real-valued vectors \( x, \alpha, \lambda \in \mathbb{R}^N \)

\[
x^\alpha e^{-\lambda x} \de f = \prod_{i=0}^{N-1} x_i^{\alpha_i} e^{-\lambda_i x_i}.
\]

4.1 Piecewise Representation of Density Functions over DBM Subdomains

If the restricted domain \( D_u \) is represented in normal form as \( D_u = \{ x_i - \alpha_i \leq B_{ij} \} \leq B_{ij} \) then according to (8), \( x_0 \in D^+_o(x_0, \ldots, x_{N-1}) \) iff

\[
\max_{i \in [1,N-1]} \{-B_{os}, -B_{si} - x_i\} \leq x_0 \leq \min_{i \in [1,N-1]} \{B_{os}, B_{si} - x_i\},
\]

and \( D^+_o(x) \) is thus an interval: \( D^+_o(x) = [E^+_o(x), L^+_o(x)] \) with

\[
L^+_o(x) = \min_{i \in [1,N-1]} \{B_{os}, B_{si} - x_i\}, \quad (a) \]

\[
E^+_o(x) = \max_{i \in [1,N-1]} \{-B_{os}, -B_{si} - x_i\}, \quad (b)
\]

Equation (13) partitions the domain \( D^h \) into a finite set of DBM-shaped subdomains within each of which \( E^+_o() \) and \( L^+_o() \) accept an analytic representation:

**Lemma 4.1.** Integration bounds \( E^+_o(x) \) and \( L^+_o(x) \) are the piecewise continuous functions with analytical representation within each element of a partition of \( E^+_h \) in DBM subdomains \( R_{ij} \) with \( i, j \in [0, N-1] \). Within each subdomain \( R_{ij} \), \( E^+_o() \) and \( L^+_o() \) are either constants or monovariable functions of a single component of the vector \( x \)

\[
x \in R_{ij} \rightarrow
L^+_o(x) = \begin{cases} B_{os}, & \text{iff } i = 0, \\ B_{si} - x_i, & \text{iff } i > 0, \end{cases}
\]

\[
E^+_o(x) = \begin{cases} -B_{os}, & \text{iff } j = 0, \\ -B_{sj} - x_j, & \text{iff } j > 0. \end{cases}
\]

Using Lemma 4.1, we can now characterize the structural properties of state-density functions.

**Theorem 4.1.** The state-density function is continuous and accepts a piecewise representation over a set of subdomains in DBM form, provided that the property is satisfied in the initial class, and that static density functions associated with transitions in the model are continuous functions defined by piecewise composition of analytic functions over a finite partition of the static firing interval.

4.2 Closed-Form Calculus of Density Functions

We develop here a closed-form calculus of state-density functions, under the assumption that static firing intervals of transitions in the sTPN model have expolynomial distributions [39], [16]. This class provides an expressive framework, including common basic distributions (e.g., uniform, exponential, Erlang, and gamma) and enabling fine approximation of other general distributions or approximation of scattered data with limited or unbounded support. The closed-form calculus will show that within each subdomain the state-density function takes the form of a multivariate expolynomial function, and it will make explicit the way in which density functions within state classes grow in complexity as the state accumulates memory through subsequent transitions firings.

By induction, we assume that in each subdomain \( R \) of the stochastic class \( \Sigma \), the density function \( f_r() \) has the form of a multivariate expolynomial,

\[
f^R_r(x_0, \ldots, x_{N-1}) = \sum_{h=0}^{R-1} \sum_{n=0}^{N-1} c^n_{nh} x^n_{nh} e^{-\lambda^h_n x_n},
\]

and we demonstrate that this form is maintained through the four steps of the derivation of class \( \Sigma' \) reached from \( \Sigma \) through the firing of \( t_o \). For simplicity, we develop the calculus for a single multivariate monomial \( c^n_{nh} x^n_{nh} e^{-\lambda^h_n x_n} \), without loss of generality as all the steps of the derivation are linear. To reduce notational complexity, indexes \( h \) and \( R \) will be omitted. According to this, the initial form of the state-density function is expressed as:

\[
f_r(x_0, x) = c^n_{nh} x^n_{nh} e^{-\lambda^h_n x_n} e^{-\lambda^h_n x}. \tag{16}
\]

In the Conditioning step (cfr. (7)), \( f_r() \) is derived by scaling \( f_r() \) by \( \mu_o \), which maintains the form of (16). In the step of time-advancement (cfr. (8))

\[
f_{o}(x) = \int_{E^+_o(x)}^{L^+_o(x)} f_{r}(x_0, x + x_0) dx_0
\]

\[
= \frac{c^n_{nh}}{\mu_0} \int_{E^+_o(x)}^{L^+_o(x)} x^n_{nh} (x + x_0)^{\alpha} e^{-\Lambda x_0} dx_0,
\]

where \( \Lambda = \sum_{n=0}^{N-1} \lambda_n. \) By Newton’s binomial theorem

\[
x^n_{nh} (x + x_0)^{\alpha} = x^n_{nh} \prod_{n=0}^{N-1} (x_n + x_0)^{\alpha_n}
\]

\[
= \sum_{j=0}^{F} c^j x^n_{o} \prod_{n=0}^{N-1} x^n_{o j}, \tag{18}
\]

where \( \alpha_o = \sum_{n=0}^{N-1} (\alpha_n - \alpha_{nj}) \) and \( f \) ranges so as to cover all the possible assignments of the multi-index \( \alpha = (\alpha_0, \ldots, \alpha_{N-1}) \) which satisfy the constraint

\[
0 \leq \alpha_{nj} \leq \alpha_n \quad \forall n \in [1, N-1]. \tag{19}
\]

Note that, according to (19), all the monomials in the sum have the same degree, being \( \sum_{n=0}^{N-1} \alpha_n = \sum_{n=0}^{N-1} \alpha_{nj} + \alpha_{nf} \), and the degree of \( x_{nf} \) ranges so as to cover all the possible degrees
between the initial degree of \(x_0\) and the maximum degree of the overall polynomial, i.e., \(\alpha_{0j} \in [\alpha_0, \sum_{n=0}^{N-1} \alpha_n]\). Casting (18) into (17), we obtain

\[
 f_r(x) = \sum_{j=0}^{p-1} c_j x^\alpha e^{-\lambda x} \int_{E_j^+}(x) x_0^{\alpha_j} e^{-\lambda x_0} dx_0
 = \sum_{j=0}^{p-1} c_j x^\alpha e^{-\lambda x} (\Phi_f(L_j^+(x)) - \Phi_f(E_j^+(x))),(20)
\]

where \(c_j = e^{\frac{c_j}{\mu_j}}\) and \(\Phi_f(x)\) is the integral function of \(x^\alpha e^{-\lambda x}\). This takes two different forms depending on whether \(\Lambda = 0\) or \(\Lambda \neq 0\).

\[
 \Phi_f(x) = \left\{
 \begin{array}{ll}
 x^{\alpha_0+1} & \text{if } \Lambda = 0, \\
 -e^{-\lambda x} \sum_{k=0}^{\alpha_0} \alpha_0^k \frac{1}{k!} x^k & \text{if } \Lambda \neq 0.
 \end{array}
 \right.
\]

**Remark 4.1.** The comparison of (20) and (21) makes explicit a relevant mechanism in the way how the form of state-density functions evolves when the state accumulates memory through subsequent firings. As shown in Lemma 4.1 (cfr. (13)), \(L_j^+(x)\) and \(E_j^+(x)\) can be constants (\(B_{\alpha_0}\) and \(-B_{\alpha_0}\), respectively) or monovariate linear functions of a single component of vector \(x\) (in the form of \((B_{\alpha_0} - x_i)\) and \((-B_{\alpha_0} - x_i)\), respectively). If both \(E_j^+(x)\) and \(L_j^+(x)\) are constants, then \(\Phi_f(L_j^+(x)) - \Phi_f(E_j^+(x))\) is also a constant. Each variable \(x_n\) appears with every degree \(\alpha_{nf}\) lower than or equal to the initial degree \(\alpha_0\) and maintains its initial (possibly null) exponential rate \(\lambda_n\). Besides, the overall degree \(\sum_{n=1}^{N-1} \alpha_{nf} \) of monomials ranges between 0 and \(\sum_{n=1}^{N-1} \alpha_n\), which means that the degree of the overall polynomial has been reduced with respect to \(f_r()\) by the value \(\alpha_0\) of the degree of \(x_0\). Whereas if any of the two bounds, say \(E_j^+(x)\), is a linear function of \(x_i\), then \(\Phi_f(E_j^+(x))\) becomes a function of \(x_i\) that inherits the exponential rate and the polynomial degree of \(\Phi_f()\) of (21): If \(\Lambda = 0\) (i.e., if the initial form of \(f_r\) does not contain any exponential factor), then the maximal polynomial degree of \(f_r()\) increases by 1 with respect to \(f_r()\) and \(x_i\) will appear with a maximum degree of \(1 + \sum_{n=1}^{N-1} \alpha_{nf}\) if \(\Lambda \neq 0\), then the maximal polynomial degree of \(f_r()\) is equal to that of \(f_r()\), but the exponential rate of \(x_i\) is increased by \(\Lambda\) (i.e., by the sum of all exponential rates) and \(x_i\) will appear with all the degrees in the interval \([0, \sum_{n=0}^{N-1} \alpha_n]\) always with exponential rate \(\Lambda - \lambda_i\).

In the step of disabling (cfr. (9)), \(f_r()\) is repeatedly integrated to marginalize the distribution with respect to the time to fire of each disabled transition. Also in this case, if both integration bounds \(E_j^+(x)\) and \(L_j^+(x)\) are constants, the polynomial degree and the rate of the marginalized component are lost. Whereas if any of the two bounds is a linear function of a component, say \(x_i\), then range and polynomial degree are transferred to \(x_i\). Also in this case, the maximal polynomial degree grows by 1 if no exponential factors are present. As a major difference with respect to the step of time-advancement, disabling does not involve a time shift. This avoids the Newton binomial expansion of each monomial that occurred in the step of time-advancement.

In the step of newly enabling (cfr. (10)), the state-density function \(f_r()\) of the class \(\Sigma'\) is derived by multiplying \(f_r()\) by the static density functions of newly enabled transitions. Note that in this step, preservation of the multivariate exponential form of the density function depends on the assumption that static density functions of transitions in the model are (univariate) exponential functions.

**4.3 Example of Calculus**

To help the understanding, we exemplify the calculus with reference to the net in Fig. 1.

**Initial stochastic class.** Three transitions are initially enabled: \(t_0, t_1\), and \(t_2\). We assume that their times to fire are thus independent and distributed according their respective (uniform) static density functions, as if they were newly enabled. The initial stochastic class \(\Sigma'\) is thus

\[
 m_0 = p_0 \rho_1,
 \tau = (\tau_0, \tau_1, \tau_2),
 D = \left\{ \begin{array}{ll}
 0 \leq \tau_0 \leq 1 & \\
 0 \leq \tau_1 \leq 1 & \\
 5 \leq \tau_2 \leq 6.
 \end{array} \right.
\]

**Successor detection and probability.** \(t_0\) is a possible outgoing event as the restricted domain \(D_{t_0}\) imposing \(\tau_0\) to be minimum is not empty. Its probability is \(\frac{1}{2}\).

\[
 D_{t_0} = \left\{ \begin{array}{ll}
 D & \\
 \tau_0 - \tau_1 \leq 0 & \\
 \tau_0 - \tau_2 \leq 0.
 \end{array} \right.
\]

\[
 \mu_{t_0} = \int_{D_{t_0}} f_r(x_0, x_1, x_2) dx_0 dx_1 dx_2 = \frac{1}{2}.
\]

**Conditioning.** The assumption that \(t_0\) fires first conditions the vector of times to fire, yielding a new random variable \(\tau^* = \tau |(\tau_0 \leq \tau_1, \tau_0 \leq \tau_2)\), which ranges over the restricted domain \(D^*\) with density function \(f_r()\)

\[
 D^* = \left\{ \begin{array}{ll}
 0 \leq \tau_0^* \leq 1 & \\
 0 \leq \tau_1^* \leq 1 & \\
 5 \leq \tau_2^* \leq 6 & \\
 \tau_0^* - \tau_1^* \leq 0 & \\
 \tau_0^* - \tau_2^* \leq 0.
 \end{array} \right.
\]

**Time-advancement.** At the firing of \(t_0\), according to (8), the vector of times to fire \(\tau^*\) is derived by reducing by \(\tau^*_0\) all the times to fire in \(\tau^*\) and by computing the projection that eliminates \(\tau_0^*\). To illustrate the different effects of the reduction and the projection, we split the derivation in

Fig. 1. A simple sTPN model. Static density functions of all transitions are supposed to be uniform.

<table>
<thead>
<tr>
<th>D</th>
<th>(0.1)</th>
<th>(0.1)</th>
<th>(0.2)</th>
<th>(5,6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t_1)</td>
<td>(p_0)</td>
<td>(t_0)</td>
<td>(p_2)</td>
<td>(p_1)</td>
</tr>
</tbody>
</table>
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two steps: we first derive a technical intermediate variable 
\( \tau^{W} = < \tau_{0}^{b}, \tau_{1}^{b} - \tau_{0}^{a}, \tau_{2}^{b} - \tau_{0}^{a} > \), and we then compute \( \phi^{b} \) as the projection that eliminates the first component of \( \tau^{W} \). The intermediate variable \( \tau^{W} \) ranges over \( D^{W} \) with density function \( f_{\tau^{W}}() \).

\[
D^{W} = \begin{cases} 
0 \leq \tau_{0}^{b} \leq 1 \\
0 \leq \tau_{1}^{b} + \tau_{0}^{b} \leq 1 \\
5 \leq \tau_{1}^{b} + \tau_{2}^{b} \leq 6 \\
0 \leq \tau_{1}^{b} \leq 1 \\
4 \leq \tau_{2}^{b} - \tau_{0}^{b} \leq 6 \\
4 \leq \tau_{2}^{b} \leq 6.
\end{cases}
\]

\( f_{\tau^{W}}(x_{0}, x_{1}, x_{2}) = f_{\tau^{W}}(x_{0}, x_{1} + x_{0}, x_{2} + x_{0}) = 2. \)

**Remark 4.2.** The fact that \( f_{\tau^{W}}() \) is a constant hides part of the effect of the shift. If we had a more complex function, say

\[ f_{\tau^{W}}(x_{0}, x_{1}, x_{2}) = c \cdot x_{0}^{n_{0}} \cdot x_{1}^{n_{1}} \cdot x_{2}^{n_{2}} \cdot e^{-\lambda_{x_{0}} - \lambda_{x_{1}} - \lambda_{x_{2}}}, \]

then the shift would yield the form

\[ f_{\tau^{W}}(x_{0}, x_{1}, x_{2}) = c x_{0}^{n_{0}} (x_{1} + x_{0})^{n_{1}} (x_{2} + x_{0})^{n_{2}} \cdot e^{-(\lambda_{x_{0}} + \lambda_{x_{1}} + \lambda_{x_{2}}) x_{0} - \lambda_{x_{1}} x_{1} - \lambda_{x_{2}} x_{2}}. \]

In this case, the multivariate monomial would explode into a polynomial summation where \( x_{0} \) appears with every degree between \( n_{0} \) and \( n_{0} + n_{1} + n_{2} \) (Newton binomial theorem). In particular, we would find a monomial term of the form \( \cdots + c \cdot x_{0}^{n_{0} + n_{1} + n_{2}} \cdot e^{-(\lambda_{x_{0}} + \lambda_{x_{1}} + \lambda_{x_{2}}) x_{0} - \lambda_{x_{1}} x_{1} - \lambda_{x_{2}} x_{2}} \).

The vector \( \tau^{b} \) is derived from \( \tau^{W} \) through the projection that eliminates \( \tau_{0}^{W} \). According to this, \( \tau^{b} \) ranges over the projection of \( D^{W} \) (see Fig. 2a).

\[
D^{b} = \begin{cases} 
0 \leq \tau_{0}^{b} \leq 1 \\
4 \leq \tau_{2}^{b} - \tau_{1}^{b} \leq 6 \\
4 \leq \tau_{2}^{b} \leq 6.
\end{cases}
\]

The density function of \( \tau^{b} \) is obtained by marginalizing \( f_{\tau^{W}}() \) with respect to \( \tau_{0}^{W} \)

\[
f_{\tau^{b}}(x_{1}, x_{2}) = \int_{E^{b}(x_{1}, x_{2})} f_{\tau^{W}}(x_{0}, x_{1} + x_{0}, x_{2} + x_{0}) dx_{0}
\]

\[= 2(L_{0}^{b}(x_{1}, x_{2}) - E_{0}^{b}(x_{1}, x_{2})). \]

**Remark 4.3.** Also in this case, the fact that \( f_{\tau^{W}}() \) is a constant hides part of the effects. If we have a more complex function \( f_{\tau^{W}}(x_{0}, x_{1}, x_{2} + x_{0}) = \cdots + g(x_{1}, x_{2}) \cdot x_{0}^{n_{0}}, \) then \( f_{\tau^{b}}() \) takes the form

\[
f_{\tau^{b}}(x_{1}, x_{2}) = \cdots + g(x_{1}, x_{2}) \sum_{i=0}^{n_{0}} \left( \int_{E_{i}^{b}(x_{1}, x_{2})} L_{i}^{b}(x_{1}, x_{2}) dx_{0} \right)
\]

Besides, if \( f_{\tau^{W}}(x_{0}, x_{1}, x_{2}) \) also includes an exponential factor for \( x_{0} \) such as in \( f_{\tau^{W}}(x_{0}, x_{1}, x_{2}) = \cdots + g(x_{1}, x_{2}) \cdot x_{0}^{n_{0}} \cdot e^{-\lambda_{x_{0}}}, \) then \( f_{\tau^{b}}() \) takes the form

\[
f_{\tau^{b}}(x_{1}, x_{2}) = \cdots + g(x_{1}, x_{2}) \sum_{i=0}^{n_{0}} \left( \int_{E_{i}^{b}(x_{1}, x_{2})} L_{i}^{b}(x_{1}, x_{2}) dx_{0} \right)
\]

Note that, while in (28), the monomial degree of \( x_{0} \) is incremented by 1; in (29), rate and maximum monomial degree of \( x_{0} \) are held unchanged.

Coming back to (27), \( E_{0}^{a}(x_{1}, x_{2}) \) and \( L_{0}^{a}(x_{1}, x_{2}) \) denote the maximum and the minimum among all the functions that lower bound and upper bound \( \tau^{W} \) respectively. By replacing \( \tau^{b} = x_{1} \) and \( \tau^{b} = x_{2} \) in the expression of \( D^{b} \) (see (25)), we obtain that the range of variability for \( \phi^{b} \) is

\[
Max \{0, -x_{1}, -x_{2}\} \leq \tau_{0}^{b} \leq Min \{1, 1 - x_{1}, 1 - x_{2}\}.
\]

which means that \( E_{0}^{a}(x_{1}, x_{2}) = Max \{0, -x_{1}, -x_{2}\} \) and \( L_{0}^{a}(x_{1}, x_{2}) = Min \{1, 1 - x_{1}, 1 - x_{2}\} \). Equation (30) partitions domain \( D^{b} \) in two subdomains where \( E_{0}^{a}() \) takes different analytical forms: \( Max \{0, -x_{1}, -x_{2}\} \) is equal to 0 if \( x_{1}, x_{2} \in D^{b} \), \( x_{1} + x_{2} = 5 \) if \( x_{1}, x_{2} \geq 0 \) and \( x_{2} = 0 \), \( x_{1} = 0 \), \( x_{2} = 0 \) and \( x_{1} = 0 \). Note that, since each subdomain of \( D^{b} \) includes at least one diagonal cut (i.e., an upper or lower bound expressed as a
linear function of $x_1$ or $x_2$ and since the form of $f_t()$ in (22) does not include any exponential term, the maximum degree of $f_t()$ turns out to be increased by 1 with respect to $f_t()$ all over $D'$. Remark 4.4. It is worth stressing the fact that the form of equations defining subdomains depends on the form of the domain $D'$, and not on the density function $f_t()$. According to this, the same partition in subdomains would be maintained for any different initial form of $f_t()$.

In the model of Fig. 1, when $t_0$ fires, $t_1$ is disabled. According to this, the step of disabling yields a new monovariate vector of times to fire $\tau_0$, which ranges over the domain $D' = \{4 \leq \tau_2^c \leq 6\}$ (obtained by projecting $D^b$ on $\tau_2^c$), with density function

$$f_{\tau^c}(x_2) = \int_{E^c_2(x_2)} f_\tau(x_1, x_2)dx_1.$$ Derivation of the integral form is much similar to the previous step, as in this case, there is not a shift, while derivation of integration bounds is exactly the same problem as in the previous step and yields a similar problem of partition.

In the final step of newly enabling, according to the model of Fig. 1, at the firing of $t_{1b}$, transition $t_3$ is newly enabled. This yields the final variable $r' = <\tau_2^c, \tau_3^c>$, where the new component $\tau_3$ is independent and distributed according to its static density function. $r'$ will thus range over the domain $D'$ with density function expressed in the form of product

$$D' = \begin{cases} 4 \leq \tau_2^c \leq 6 & 0 \leq \tau_3^c \leq 2, \quad f_{\tau^c}(x_2, x_3) = f_{\tau^c}(x_2) \cdot f_{\tau^c}(x_3). \end{cases}$$

5 Approximate State-Space Representation

Application of the analysis based on stochastic classes is limited by two factors of different nature. In the stochastic expansion, domain partitioning and polynomial degree grow with the degree of concurrency and with the length of behaviors in which transitions overlap their activities [33]. This exacerbates the state explosion problem of nondeterministic analysis, affecting not only the number of stochastic classes but also the cost of their derivation.

Besides, the analysis may even be infeasible because the stochastic expansion does not terminate. A theory that guarantees termination is developed in [13] by leveraging on the concept of regeneration class: 1) a state class is a regeneration class when all its timers are either newly enabled, or they are exponentially distributed, or they are deterministic or deterministically dependent on a timer satisfying any of the previous conditions and 2) if every cycle in the graph of state classes visits at least one regeneration class, then stochastic expansion is bounded. The condition is in some sense intrinsic to the problem more than to the analysis technique: if the graph of state classes includes a cycle that never visits a regeneration class, then the model accepts a firing sequence that never reaches a state that satisfies the Markov property. Yet, a large variety of models with applicative meaning do not satisfy the condition.

We attack both the problems through two complementary techniques of approximate representation of the state space: relaxation of the equivalence between state-density functions reduces the number of stochastic classes expanding the same state classes; replacement of state-density functions with an approximant accepting a global and structurally invariant analytic representation over the entire domain guarantees a constant level of complexity in the derivation of successor classes.

5.1 Product Decomposition of State-Density Functions

The closed-form calculus of Section 4 shows that not all the components of state-density functions contribute to the growth of polynomial degree and domain partitioning. According to (10), for each newly enabled transition $t_h$, the time to fire $\tau_i$ is distributed independently according to the static density function $f_{\tau^c}(\cdot)$. Besides, the time to fire of an exponentially distributed transition $t_i$ always maintains an exponential distribution independent of any other time to fire.

Lemma 5.1. If $[EFT^+(t_h), LFT^+(t_h)] = [0, \infty]$ and $f_{\tau^c}(x_i) = \lambda_i e^{-\lambda_i x_i}$, then in every stochastic class $\Sigma$ where $t_h$ is enabled, the firing domain and the state-density function can be expressed as

$$D_{(\tau_1, \tau_2)} = \begin{cases} D_{\tau_1} & \tau_1 \geq 0 \quad f_{(\tau_1, \tau_2)}(x_1, x_2) = \lambda_i e^{-\lambda_i x_1}, \end{cases}$$

where $(\tau_1, \tau_2)$ denotes the vector of times to fire of enabled transitions, and $D_{\tau_1}$ is the projection of $D_{(\tau_1, \tau_2)}$ on the subspace of $\tau_1$.

The state-density function of any class can thus be expressed as the product of three factors separating exponential, newly enabled, and other persistent variables. We thus decompose the vector of times to fire in three subvectors $\tau = (\alpha, \beta, \gamma)$ which encode the times to fire of persistent generally distributed transitions, of newly enabled generally distributed transitions, and of exponential transitions, respectively. We denote by $G$, $N$, and $E$ the sizes of $\alpha$, $\beta$, and $\gamma$, and we assume that $\nu(n)$ returns the index of the $n$th newly enabled transition, and $\epsilon(e)$ returns the index of the $e$th exponentially distributed transition. Under this notation:

Theorem 5.1. In every reachable stochastic state class $\Sigma = \langle m, D, f() \rangle$, the firing domain $D$ and the state-density function $f()$ can be expressed as

$$f_{(\alpha, \beta, \gamma)}(x, y, z) = f_\alpha(x) \cdot \prod_{n=0}^{N-1} f_{\nu(n)}(y_n) \prod_{e=0}^{E-1} \lambda_e y_e^{-\lambda_e y_e^{-z(e)}},$$

$$D_{(\alpha, \beta, \gamma)} = D_{\alpha} \times \prod_{n=0}^{N-1} [EFT^+(t_{\nu(n)}), LFT^+(t_{\nu(n)})] \times [0, \infty]^{E}.$$ (34)

According to (34), subvectors $\beta$ and $\gamma$ are uniquely determined by the underlying state class and do not contribute to the complexity of either the domain partitioning or the polynomial complexity of density functions. According to this, relaxation of the test of equivalence and and
approximation in the representation of state-density functions are conveniently applied only to the subvector \( \alpha \).

### 5.2 Relaxed Equivalence between State-Density Functions

The relation of equivalence between state-density functions can be relaxed by assuming that two stochastic classes are equivalent as soon as they have the same underlying state class (i.e., the same marking and domain), and the distance \( d \) between their state-density functions measured according to some suitable metrics \( d \) is below a given threshold of tolerance \( \delta \):

\[
\langle m, D, f() \rangle =_{\delta} \langle m, D, g() \rangle \iff \|f() - g()\|_d \leq \delta. \tag{35}
\]

In particular, to exploit the unit-measure property of density functions, we assume

\[
\|f() - g()\|_d \overset{\text{def}}{=} \frac{1}{D} \int_D |f(x) - g(x)| dx. \tag{36}
\]

Note that since \( f() \) and \( g() \) are positive and have unit measure over \( D \), then \( \|f() - g()\|_d \in [0,2] \).

### 5.3 Approximation with Bernstein Polynomials

Relaxation of the test of equivalence guarantees that the stochastic expansion does not diverge in the enumeration of an infinite sequence of state-density functions that converge to some limit but always have different domain partition and analytic form. However, this relaxation does not cope with the problem of stochastic classes with a growing complexity in domain partitioning and/or in the polynomial degree of state-density functions. A complementary technique is thus developed, which introduces a mechanism of approximation in the symbolic representation of state-density functions.

To this end, we further restrict the class of static density functions of model transitions by assuming that transitions with unbounded support are all distributed over \([0, \infty] \) with (negative) exponential distribution. This restriction guarantees that \( D_\alpha \) is bounded and thus compact. Since Theorem 4.1 guarantees that \( f_\alpha() \) is a continuous function, by Weierstrass theorem \( f_\alpha() \) is bounded and can be arbitrarily well approximated by polynomials. Note that, as a fortunate fact, polynomials can be managed in the closed-form calculus of Section 4, which can thus be used to derive the successors of a class with an approximated density function.

As a specific kernel of approximant functions, we resort to multivariate Bernstein Polynomials [26], [34]. In their basic formulation, these approximate a function of \( G \) variables defined over a compact hyperrectangular domain, by weighting a kernel of multivariate monomials according to the samples of the approximated function taken over a regular grid. In particular, for a function \( f_\alpha() \) of \( G \) variables ranging over the hypercube \([0,1]^G \), a grid that takes \( K_g \) samples for each variable \( x_g \) yields the following approximant \( \tilde{f}_\alpha() \):

\[
\tilde{f}_\alpha(x_0, \ldots, x_{G-1}) = \sum_{\substack{g=0 \ldots G-1 \ \text{and} \ \text{non-negative } k_g, \ \text{with } k_g \leq K_g \ \text{for } g=0 \ldots G-1}} f_\alpha \left( \prod_{g=0}^{G-1} k_g \right) \frac{1}{K_g^{G-1}} \sum_{k_g=0}^{K_g-1} \prod_{g=0}^{G-1} x_g^{k_g} (1-x_g)^{K_g-k_g}, \tag{37}
\]

where \( \sum_{K_g \geq k_g \geq 0, g=0 \ldots G-1} \) denotes the multiple summation

\[
\sum_{k_0=0}^{K_0-1} \sum_{k_1=0}^{K_1-1} \cdots \sum_{k_{G-1}=0}^{K_{G-1}-1}. \tag{38}
\]

Approximation based on Bernstein polynomials exhibits a number of properties that nicely fit the needs of our application.

**Globality.** The approximant is global, in the sense that it is analytic over the entire domain of the approximated function. This avoids piecewise composition and partition in subdomains, as would be required by other approximant functions.

**Positivity.** Since all polynomials in the kernel are positive over the entire domain and all the samples of the state-density function are positive, the approximant is still positive over the entire domain.

**Simplicity of derivation.** The form of Bernstein approximant is determined in straightforward manner by the samples of the approximated function, without requiring any optimization process which could not be afforded in the core steps of state-space enumeration.

**Convergence.** If the approximated function is continuous, and this is the case of our state-density function according to Theorem 4.1, the approximant converges uniformly to the approximated function when \( \sum_{G=0}^{G-1} \frac{1}{K_g} \rightarrow 0 \). More specifically, the approximation error can be bounded through a Lipschitz inequality

\[
\|f_\alpha(x) - f_\alpha(y)\|_d \leq L \cdot \|x - y\|_2 \rightarrow \|\tilde{f}_\alpha(x) - f_\alpha(x)\|_d \leq \frac{L}{2} \left( \sum_{g=0}^{G-1} \frac{1}{K_g} \right)^{\frac{1}{2}}. \tag{39}
\]

Conversely, other requirements are not guaranteed in a straightforward manner but can be accommodated through a suitable adaptation.

**Unit measure.** Bernstein approximation does not guarantee that the approximant preserves the unit-measure property of the approximated state-density function, though we can expect that a good approximant of a unit-measure function is still close to have unit measure. To manage the problem, after the approximant has been computed, we normalize it with respect to its own integral over the domain.

**Equivalence.** Since we introduce an approximation, the test of equivalence between stochastic classes must necessarily be relaxed according to (36). For the sake of efficiency, the metric \( \|\cdot\|_d \) itself is approximated in discrete form by evaluating it in correspondence with samples. Since in the application, the number of samples \( K_g \) may be relatively small, the approximation takes into account border effects on the grid:
where \( A(k_0, \ldots, k_{G-1}) \) is the number of elements in the border \([k_0, k_{G-1}]\) that are equal to 0 or \( K_g \).

**DBM-domain.** The formulation of Bernstein polynomials can be easily extended to the case of a function \( f() \) defined over a generic hyperrectangle \( D = \prod_{a \in D} [a_0, a_b] \), which comprises an affine transformation of the hypercube of (37). In particular, if \( b_{ij} \) denote the coefficients of the normal form of \( D_a \) and \( a_g = -b_{ij} \) then the Bernstein approximant defined over the minimum embedding hyperrectangle of \( D_o \) is

\[
\tilde{f}_o(x_0, \ldots, x_{G-1}) = \sum_{a \in [a_0, a_b]} f_a \left( a + \frac{k_0}{K_0} (b_0 - a) + \cdots + \frac{k_{G-1}}{K_{G-1}} (b_{G-1} - a_{G-1}) \right) \cdot \prod_{a \in a_0} \left( K_g \right)^{(k_g)} (b_g - a_g)^{k_g} (a_g - x_g)^{k_g} (x_g - b_g)^{k_g}.
\]

In this expression, the approximant function \( \tilde{f}_o() \) depends on samples that belong to the minimum embedding hyperrectangle of \( D_o \), denoted by \( R_o \), but not to \( D_o \) itself. These samples can be given arbitrary (nonnegative) values, provided that the condition of Lipschitz continuity in the left-hand side of (38) is preserved. Since \( D_o \) is convex, for any \( x \in R_o \setminus D_o \) there exists uniquely a point \( \bar{x} \in D_o \) that minimizes the distance from \( x \); if we assign to \( f_a() \) the value \( f_a(\bar{x}) \), we obtain an extension of \( f_a() \) over the entire hyperrectangle \( R_o \) that satisfies Lipschitz continuity. Unfortunately, the selection of \( \bar{x} \) amounts to a problem of quadratic optimization over a convex linear polyhedron, which cannot be afforded for the reasons of efficiency. We thus assume a simplified assignment that extends \( f_a() \), without attaining the minimum distance. The assignment is obtained through Algorithm 8.1 defined in the Appendix: using the normal form of \( D_o \), the algorithm repeatedly corrects individual components of the vector \( x \) so that after \( g \) corrections, all the constraints involving any of the first \( g \) components are satisfied; as salient traits, the algorithm maps close points to close approximants so as to maintain Lipschitz continuity, and it can be embedded in the code that tests the condition \( x \in D_o \) without increasing its computational complexity.

### 6 Computational Experience

We report experimental results that compare limits of applicability and accuracy of results in the enumeration of the stochastic class graph based on: the exact implementation of the closed form calculus (called exact-analysis); the variant that uses relaxed equivalence (relaxed-analysis); the variant that jointly uses relaxed equivalence and Bernstein approximation (Bernstein-analysis). Tests are repeated with values 0.5, 0.05, and 0.005 for the approximation threshold \( \delta \) of (35) (called threshold), and with values 2, 3, 4, 5, 6 for the maximum degree \( K_g \) of (37) applied to each variable in Bernstein approximation (called degree) which we set equal for all the variables of the approximated state-density function. Experimentation refers to a set of models that incrementally stress first the limits of time and space and then the condition of theoretical unboundedness. The complexity of analysis was evaluated in terms of various metrics, and notably the number of enumerated stochastic classes and a qualitative measure of time spent in the enumeration. The accuracy maintained in the approximation was evaluated by comparing steady-state probabilities in the Discrete-Time embedded Markov Chain comprised by the stochastic class graph [13] derived through different analysis techniques. In particular, we compared the vector of probabilities of reachable markings, which by construction are preserved with relative robustness across different approximations. In the assessment, we compare the overall fit, together with average and maximum difference in the probability of the same marking in any two different analysis techniques. We also compare against simulation results obtained through a stochastic simulator implemented in the Oris tool. In the methodology of experimentation, this serves both to assess the exact-analysis method and provide a reference of comparison for results obtained on models that are not amenable to exact-analysis.

#### 6.1 Three-Tasks Model

Fig. 3 reports the sTPN of a model called *Three-Tasks*. This represents three concurrent cyclic tasks (formed by transitions \( t1x, t2x, \) and \( t3x \), respectively), sharing three mutually exclusive resources (places \( R12, R23, \) and \( R31 \)) and synchronizing at the end of each cycle (transition restart). Each resource acquisition and each operation requires a time uniformly distributed in \([0,100]\) and \([200,400]\), respectively. Transition restart is exponentially distributed over \([0,\infty]\) with rate 0.003.

Non-deterministic analysis [37] yields 228 state classes in 0.1 seconds. Stochastic expansion is by far out of the range of feasibility for the implementation that delegates to Mathematica the symbolic calculus [32], but can be successfully completed through exact-analysis, relaxed-analysis, and Bernstein-analysis. Exact-analysis yields 1,903 stochastic classes, with a maximum internal complexity of 25 subdomains in the same class and a maximum polynomial degree of 13, in 58 seconds. Relaxed-analysis yields 214 stochastic classes with threshold 0.005 and 210 classes with thresholds 0.05 and 0.5, in times ranging within 11 and 12 seconds. Note that the number of stochastic classes is basically insensitive to the threshold; also note that stochastic classes are less than nondeterministic classes as these also include classes that are reached through null probability transitions, which are suppressed in stochastic expansion (the minimum accepted transition probability was set equal to \(10^{-10}\)). Bernstein-analysis yields 210 classes for all values of the threshold and the degree. In general, by construction, the number of classes is affected by the
threshold much more than by the degree; and in this case, the model is quite insensitive to the threshold as observed in relaxed-analysis. Instead, enumeration time is equal to 1, 2, 4, 8, and 14 seconds for degrees 2, 3, 4, 5, and 6, respectively, and it is not affected at all by the threshold. In general, enumeration time primarily depends on the number of classes, which, in turn, may depend on the threshold. Simulation takes about 10 hours to complete 200,000 firings.

Fig. 4 compares steady-state probabilities of reachable markings obtained with the different analysis techniques and simulation. Average errors indicate that simulation performs better than relaxed-analysis and this performs better than Bernstein-analysis. However, consider that the average error is in any case lower than 0.0028 and Bernstein-analysis is completed in 4 seconds, relaxed-analysis in 12 seconds, while simulation results refer to an experiment of more than 10 hours.

Systematic experimentation was carried out to observe the variation of each technique with respect to its specific parameters. Simulation depends, of course, on the number of firings, yielding an average error equal to 0.00120, 0.00067, 0.00018, and 0.00017 for a number of firings equal to 1,000, 10,000, 100,000, and 200,000, respectively, with experimentation time varying in a basically linear manner. Relaxed-analysis is insensitive to the variation of the threshold, which could be expected in this model where the threshold does not affect the number of stochastic classes. Bernstein-analysis is of course equally insensitive to the threshold, but varies with the degree, yielding an average error of 0.00062, 0.00053, 0.00041, 0.00036, and 0.00034 with degrees equal to 2, 3, 4, 5, and 6, respectively.

The Three-Tasks model can be modified by replacing all uniform distributions with expolynomial forms: each resource acquisition and each task operation require a time distributed within 
\[ \frac{0}{100}; \frac{200}{400}/C138 \] and 
\[ \frac{200}{400}; \frac{300}{500}/C138 \], respectively (where \( k_{\text{wait}} \) and \( k_{\text{op}} \) are normalization factors and mean time is 64.96756 and 308.32637, respectively).

---

![Fig. 3. Three-Tasks model: An sTPN model representing three recurrent tasks. Times to fire are uniformly distributed within their static intervals, with the sole exception of transition restart, which is exponentially distributed over \([0, \infty]\) with rate 0.003.](image)

![Fig. 4. Three-Tasks model: (Top) Measures of markings probabilities with exact-analysis, relaxed-analysis (with threshold 0.05), Bernstein-analysis (with threshold 0.05 and degree 4), and simulation (with 200,000 firings); (bottom) average and maximum deviation in measures of different techniques.](image)
The variation impacts on the complexity of exact and relaxed analysis, whereas it does not basically affect complexity and accuracy of Bernstein-approximated analysis, which thus obtains a relevant gain in complexity. Exact-analysis enumerates 1,914 stochastic classes in a little more than 2 hours and a half. Relaxed-analysis is nearly independent of the threshold and yields a number of stochastic classes between 214 and 210 in a little more than 20 minutes. The average error with respect to exact analysis is 0.00041, and the maximum is 0.00349, both insensitive to the threshold. These values compare against average 0.00028 and maximum 0.00231 observed in the Three-Tasks model. Bernstein-analysis yields a number of stochastic classes ranging within 210 and 205; enumeration time is not affected by the threshold and varies from 6 to 59 seconds when the degree varies from 2 to 6; this marks a minor increase with respect to the time ranging within 1 and 14 seconds observed in the Three-Tasks model. With degree 4 and threshold 0.005, the average error with respect to the exact analysis is 0.00058 and the maximum is 0.00244. These compare against average 0.00041 and maximum 0.00183 observed in the Three-Tasks model.

### 6.2 Fail&Repeat Model

Fig. 5 describes a different variant of the Three-Tasks model, which we call **Fail&Repeat model**, where resources $R_{12}$ and $R_{23}$ may fail. Failures occur with exponential distribution with rate 0.003 during the period in which they are used by the mid task modeled by transitions $t_{20}$, $t_{21}$, $t_{22}$, and $t_{23}$. Failed resources are repaired in time uniformly distributed in $[200, 400]$, and the failed action is repeated after repair.

Nondeterministic analysis yields 839 state classes in nearly half a second. The stochastic class graph is guaranteed to be finite as the model is regenerative [13]: Any cyclic behavior includes a firing of **restart**; since failed actions are repeated, at the firing of **restart**, no transition is persistent. However, both exact-analysis and relaxed-analysis do not complete the enumeration within a reasonable time even with the most rough threshold 0.5. Whereas Bernstein-analysis succeeds with all values of the threshold and the degree. The number of stochastic classes is basically insensitive to both the parameters, ranging within 576 and 554, while computation time varies between less than 15 seconds and less than 5 minutes when the degree ranges from 2 to 6. Results of Bernstein-analysis can be compared only against those of the simulation (200,000 firings obtained in about 10 hours). With threshold 0.05 and degree 4, the difference has an average of 0.00037 and a maximum of 0.00268. With other degrees, the difference remains in any case under an average value of 0.00180 and a maximum of 0.01065. Besides, the threshold $\delta$ has no significant effect on the difference with respect to simulation results.

### 6.3 Fail&Repeat-All Model

Fig. 6 reports the **Fail&Repeat-All model**, which extends Fail&Repeat by allowing every resource to fail during the usage by any task. As in the previous model, failures occur in exponential time with rate 0.003, while repair is uniformly distributed in $[200, 400]$.

Nondeterministic analysis enumerates 10,352 state classes in less than 10 seconds. Stochastic expansion is theoretically bounded as no persistent transitions exist after any firing of **restart**. However, as for the simpler Fail&Repeat, both exact-analysis and relaxed-analysis do not complete in a reasonable time even with the most rough threshold 0.5, whereas Bernstein-analysis completes the enumeration of the stochastic class graph with all the values of the threshold and the degree. The number of classes ranges between 5,449 and 5,749, which is lower than the number of nondeterministic classes due to the suppression of null probability transitions. Enumeration time is substantially insensitive to the threshold and increases with the degree, ranging from less than 16 minutes for degree 2 up to to a little more than 11 hours for degree 6.

To further stress the complexity of the analysis, Fail&Repeat-All can be further extended by replacing...
uniform distributions with the exponential functions $f_{\text{wait}}(\cdot)$ and $f_{\text{op}}(\cdot)$ that we used in the similar extension of Three-Tasks. Transition restart and resource failures are maintained exponential, while repair actions are distributed according to $f_{\text{op}}(\cdot)$. The complexity increases, but Bernstein-analysis still completes the enumeration. The number of stochastic state classes remains basically invariant (between 5,715 and 5,670). Enumeration time does not depend on the threshold and increases with the degree, ranging from a little more than 45 minutes up to less than 29 hours for degrees between 2 and 5 (degree 6 was not tested being expected to complete in 3*29 hours).

6.4 Fail&Go Model

Fig. 7 shows a last variant of Fail&Repeat that we call Fail&Go: after the failure of a resource, the failed action is not repeated and the task continues the execution without waiting for the repair action. Nondeterministic analysis enumerates 1,424 state classes in less than 1 second. However, stochastic expansion is not guaranteed to be bounded: at the firing of restart, the repair action of one or both the resources used by the mid task may be still pending; a class reached through the firing of restart is no more guaranteed to be regenerative; and the stochastic class graph may thus include nonregenerative cycles [13].

Also the Relaxed-analysis does not terminate in a reasonable time even with threshold 0.5. Bernstein-analysis terminates with all thresholds and degrees, showing its capability to cope with the problem of theoretical unboundedness of the stochastic class graph. The number of stochastic state classes does not show significant variations, ranging between 947 and 975. The time of enumeration is not affected by the threshold and it increases with the degree, from less than 40 seconds up to less than 16 minutes with degrees ranging from 2 to 6. The comparison of the results of Bernstein-analysis with threshold 0.05 and degree 4 against the results of simulation (200,000 firings) shows an average difference equal to 0.00111 and a maximum equal to 0.00967. Variations on the threshold do not affect the difference.

7 Conclusions

The theory of stochastic state classes integrates the verification of feasible behaviors and the evaluation of their probability in the analysis of models with any number of concurrent generally distributed transitions. As a core step, the analysis process involves the derivation of state-density functions providing a measure of probability over the continuous set of states included in each nondeterministic state class. This faces practical and theoretical challenges, related to the complexity of symbolic manipulation of density functions over DBM domains and the exacerbation of state explosion during stochastic expansion of state classes, which may even be nonterminating.

In this paper, we developed a closed-form symbolic calculus for the derivation of stochastic classes, which takes advantage of efficient manipulation of DBM do-
pushing further the limits of applicability of the approach is nonregenerative. Detailed analysis of results suggests that some of which are, in fact, relatively complex and/or enables completion of the enumeration for all tested models, memory acquired along nonregenerative behaviors. This derivation of a successor class invariant with respect to the entire DBM domain, and thus maintains the cost of approximation provides a global analytic representation of this number might be infinite; on the other hand, Bernstein polynomials. The approach was developed for models including transitions with exponential distribution and transitions with expolynomial distribution over a finite support, but it can also be easily extended to encompass immediate and deterministic transitions in the context of real-time systems.

In a more abstract perspective, and perhaps more importantly, the proposed technique comprises a novel approach to the analysis of non-Markovian models, which does not rely on the approximation of monovariate distributions in the model structure but rather on the approximation of multivariate joint probability functions in the model state space. This also seems a promising approach to attack extension toward models that break the structure of DBM encoding, and notably toward preemptive models [10], [14] that take major relevance in the context of real-time systems.

**APPENDIX: THEOREM PROOFS**

**Lemma 4.1.** Integration bounds \( E_i^+(x) \) and \( L_i^+(x) \) are piecewise continuous functions with analytical representation within each element of a partition of \( D \) made of DBM subdomains \( R_{ij} \) with \( i, j \in [0, N - 1] \). Within each subdomain, \( R_{ij} \), \( E_i^+(\cdot) \) and \( L_i^+(\cdot) \) are either constants or monovariate functions of a single component of the vector \( x \)

\[
L_i^+(x) = \begin{cases} B_{ox} & \text{iff } i = 0, \\ B_{ox} - x_i & \text{iff } i > 0, \end{cases}
\]

\[
E_i^+(x) = \begin{cases} -B_{ox} & \text{iff } j = 0, \\ -B_{ox} - x_j & \text{iff } j > 0. \end{cases}
\]  

**Proof.** Let \( \{ \tilde{R}_i \}_{i=0}^{N-1} \) be subsets of \( D \) defined as

\[
\tilde{R}_0 \coloneqq D \cap \{ x | x_i \leq B_{ox} - B_{ox} \quad \forall i \in [1, N-1] \},
\]

\[
\tilde{R}_i \coloneqq D \cap \{ x | x_i \geq B_{ox} - B_{ox} \quad \wedge \, x_i - x_j \geq B_{ox} - B_{ox} \quad \forall j \in [1, N-1] \}.
\]
According to (13a)

\[ L^+_o(x) = \begin{cases} B_{o,i} - x_i & \text{iff } x \in \bar{R}_i, \\ B_{is} - x_i & \text{iff } x \in \bar{R}_i. \end{cases} \]  

(43)

Regions \( \bar{R}_i \) are DBM zones being the restriction of a DBM through DBM constraints, their internal parts are disjoint by construction, their union can be proven to cover the entire domain \( D^h \), and within each of them, \( E^+_o(x) \) is a constant \((B_{o,i} \in \bar{R}_i)\) or a monovariate linear function \((B_{is} \in \bar{R}_i)\). In a similar manner, (13b) partitions the domain \( D^h \) into a finite set of subdomains \( \{\bar{R}_i\}_{i=0}^{N-1} \) within each of which \( E^+_o(x) \) is analytic. The intersection of the two partitions defines a set of DBM regions \( \{\bar{R}_{ij}\}_{i,j=0}^{N-1} \) within each of which both \( E^+_o(x) \) and \( L^+_o(x) \) are analytic functions.

Since \( E^+_o() \) and \( L^+_o() \) are analytic within each subdomain \( \bar{R}_{ij} \), to prove that they are globally continuous functions, it will be sufficient showing that they are continuous along subdomain borders. For a point \( \hat{x} \) at the border between two regions, say \( \bar{R}_i \) and \( \bar{R}_{ij} \) (42) implies that

\[ \hat{x}_i = \hat{x}_j = B_{is} - B_{js}, \]

\[ \lim_{x \to \hat{x}_i} L^+_o(x) = \lim_{x \to \hat{x}_i} B_{is} - x_i = B_{is} - \hat{x}_i, \]

\[ \lim_{x \to \hat{x}_j} L^+_o(x) = \lim_{x \to \hat{x}_j} B_{js} - x_j = B_{js} - \hat{x}_j. \]  

(44)

The same steps can be applied to show that \( E^+_o() \) also is continuous in \( \hat{x} \).

**Theorem 4.1.** The state-density function is continuous and accepts a piecewise representation over a set of subdomains in DBM form, provided that the property is satisfied in the initial class and static density functions associated with transitions in the model are continuous functions defined by piecewise composition of analytic functions over a finite partition of the static firing interval.

**Proof.** By induction, we assume that the property is satisfied in a class \( \Sigma \) and we verify that it is maintained through the four steps of the derivation of the successor \( \Sigma' \) reached from \( \Sigma \) through \( t_o \).

In the conditioning step, each subdomain is restricted by the same constraints that restrict \( D \) into \( D^h \). Since the additional constraints are in DBM form, each subdomain (if not emptied) is maintained in DBM form. Of course, the property of continuity is maintained in the division by the constant factor \( h_t \).

In time-advancement, in the integration of (8), according to Lemma 4.1, \( D^+_o(x) \) is an interval \( D^+_o(x) = [E^+_o(x), \ L^+_o(x)] \). If \( f_{\tau_r}(\cdot) \) denotes the integral function of \( f_{\tau_r}(\cdot) \), we can thus express \( f_{\tau_r}(\cdot) \) as

\[ f_{\tau_r}(x) = \int_{E^+_o(x)}^{L^+_o(x)} f_{\tau_r}(x_o, x + x_o)dx_o = \phi_{\tau_r}(L^+_o(x), x + L^+_o(x)) - \phi_{\tau_r}(E^+_o(x), x + E^+_o(x)). \]  

(45)

Equation (45) directly implies that \( f_{\tau_r}(\cdot) \) is a continuous function. In fact, \( \phi_{\tau_r}(\cdot) \) is continuous, being the integral function of a continuous function; the difference and the composition of continuous functions is a continuous function; and finally, both \( E^+_o(x) \) and \( L^+_o(x) \) are continuous functions according to Lemma 4.1. As to the property of accepting an analytical representation, the domain of \( f_{\tau_r}(\cdot) \) must be partitioned twice so as to guarantee that both the integral function and the integration bounds accept an analytical representation.

On the one hand, according to Lemma 4.1, \( E^+_o(x) \) and \( L^+_o(x) \) accept an analytical representation within a partition of \( D^h \) in DBM subdomains. On the other hand, the operations of time shift and projection of (8) transform each initial subdomain of \( f_{\tau_r}(\cdot) \) into a subdomain for \( \phi_{\tau_r}(L^+_o(x), x + L^+_o(x)) - \phi_{\tau_r}(E^+_o(x), x + E^+_o(x)) \). These subdomains are also in DBM form according to the basic property of closure of DBM encoding with respect to the succession relation between state classes [19], [37].

In the step of disabling, a projection is performed for each disabled transition. At each projection, continuity is preserved and the domain is subject to a partition refinement in the same way as that occurring for time-advancement.

Finally, in the step of newly enabling, the property of continuity is maintained due to the assumption that static density functions of transitions are continuous. No further partition refinement occurs if density functions are analytic over their support. If they are defined as piecewise functions, subdomains are not partitioned along the axis of times to fire of newly enabled transitions. \( \Box \)

**Lemma 5.1.** If \( EFT^s(t_e) = [0, \infty] \) and \( f(x_o, x) = \lambda_x e^{-\lambda_x x} \), then in every stochastic class \( \Sigma \) where \( t_e \) is enabled, the firing domain and the state-density function can be expressed as

\[ D_{(\tau, r)} = \begin{cases} D_r, & \tau_r - \tau_e \geq 0, \\ f_{(\tau, r)}(x_o, x) = \lambda_x e^{-\lambda_x x} f_r(x). \end{cases} \]  

(46)

where \( (\tau_e, \tau) \) denotes the vector of times to fire of enabled transitions and \( D_r \) is the projection of \( D_{(\tau, r)} \) on the subspace of \( r \).

**Proof.** Equation (46) holds in every class where \( t_e \) is newly enabled as a direct consequence of the semantics of sTPNs. To prove the assertion by induction, we thus assume that (46) holds in \( \Sigma \) and show that it holds in any class \( \Sigma' \) that is reached from \( \Sigma \) through the firing of a transition \( t_e \), with \( t_e \) persistent. In the step of conditioning, \( \tau^a_e \) becomes subject to the additional constraint \( \tau_e - \tau_o \geq 0 \), which is stronger than \( \tau_e \geq 0 \). The domain thus becomes

\[ D_{(\tau_e, \tau^a_e)} = \begin{cases} D_r, & \tau_e - \tau_o \geq 0. \end{cases} \]  

(47)

In the step of time-advancement, \( \tau^a_e \) is replaced by \( \tau^b_e = \tau_e - \tau_o \) and the domain is rewritten as

\[ D_{(\tau_e, \tau^b_e)} = \begin{cases} D_r, & \tau_e - \tau_o \geq 0. \end{cases} \]  

(48)

The subsequent steps of disabling and newly enabling do not affect the time to fire of \( t_e \), and thus, the final domain of class \( \Sigma' \) is written as
Besides, for the state-density function, the form of (46) is maintained in the division of the conditioning step. In time-advancement

\[ f_{i}\left(x_{e}, x\right) = \lambda_{i} e^{-\lambda_{i} x_{e}} \int_{E_{i}} e^{-\lambda_{i} x_{e} f_{i}(x) + x_{e} d x_{e}}. \]  

(50)

Both \( E_{i} \) and \( L_{i} \) do not actually depend on \( x_{e} \). In fact, \( x_{e} \) does not determine any constraint for any of the variables in \( \tau \) and in particular not for \( \tau_{0} \). The integral in the right part of the equation thus does not depend on \( x_{e} \) and the entire expression can be rewritten as

\[ f_{i}\left(x_{e}, x\right) = \lambda_{i} e^{-\lambda_{i} x_{e}} f_{i}(x). \]  

(51)

In a similar manner, in the step of disabling, the form of (1) is maintained as a consequence of the fact that integration bounds \( D_{i}^{+}\left(x_{e}, x\right) \) and \( D_{i}^{-}\left(x_{e}, x\right) \) do not actually depend on \( x_{e} \). The step of newly enabling does not change the form as the times to fire of newly enabled transitions are added in the form of a product as independent variables.

**Theorem 5.1.** In every reachable stochastic state class \( \Sigma = \langle m, D, f_{i}(\cdot) \rangle \), the firing domain \( D \) and the state-density function \( f_{i}(\cdot) \) can be expressed as

\[ f_{i}(x, y, z) = f_{i}(x) \prod_{n=0}^{N-1} f_{i}(y_{n}) \prod_{e=0}^{E-1} \lambda_{e} e^{-\lambda_{e} z_{e} \left( f_{i}(x) \right)}, \]

\[ D_{i}(x) = D_{i}(x) \times \left[ \prod_{n=0}^{N-1} \left[ EFT^{+} \left( t_{v(n)} \right), LFT^{-} \left( t_{v(n)} \right) \right] \right] \times [0, \infty]^E. \]  

(52)

**Proof.** The statement is an immediate consequence of Lemma 5.1 and (10).

**Algorithm 8.1.**

Let \( x = \langle x_{0}, \ldots, x_{N-1} \rangle \) be a point in the minimum embedding rectangle \( R_{x} \) of \( D_{\alpha} \), \( b_{j} \) denote the coefficients of the normal form of \( D_{\alpha} \), and \( x^{k} \) denote \( x \) at the \( k \)th step of the algorithm

\[ x^{k} = x_{e}^{k}, \]

for \( k = 0, N-1 \)

if \((\max \{-b_{j} + x_{j}^{k}\} \leq x_{k}^{k} \leq \min \{b_{j} + x_{j}^{k}\})\)

\[ x_{k}^{k+1} = x_{j}^{k}; \]

else if \((x_{k}^{k} < \max \{-b_{j} + x_{j}^{k}\})\)

\[ x_{k}^{k+1} = \max \{-b_{j} + x_{j}^{k}\}; \]

else if \((x_{k}^{k} \geq \min \{b_{j} + x_{j}^{k}\})\)

\[ x_{k}^{k+1} = \min \{b_{j} + x_{j}^{k}\}. \]

**Remark 8.1.** (complexity): Algorithm 8.1 has complexity \( O(N^2) \) and can be embedded in a test that verifies whether \( x \in D_{\alpha} \) adding just the cost for no more than \( N \) assignments.

**Lemma 8.1.** (correctness): If \( D_{\alpha} \neq \phi \); if \( x \in D_{\alpha} \), then \( x^{N-1} = x \); whereas if \( x \notin D_{\alpha} \), then \( x^{N-1} \) is a point on the border of \( D_{\alpha} \).

**Proof.** To prove the statement, it is sufficient proving that at any step of the execution \( \max \{-b_{j} + x_{j}^{k}\} \leq \min \{b_{j} + x_{j}^{k}\} \).

Ab absurdo suppose that \( \max \{-b_{j} + x_{j}^{k}\} > \min \{b_{j} + x_{j}^{k}\} \). This implies that there exists \( l, m < k \) such that

\[ -b_{l} + x_{l}^{k} > b_{m} + x_{m}^{k}. \]

(53)

If \( l = m, (53) \) implies \( 0 > b_{l} + b_{l} \), which, in turn, implies that \( D_{\alpha} = \phi \).

If \( l > m, (53) \) implies \( x_{l}^{k} \leq \min \{b_{l} + x_{l}^{k}\} \).

Replacing in \((53), this implies \(-b_{l} + b_{m} + x_{m}^{k} > -b_{l} + x_{l}^{k} > b_{m} + x_{m}^{k} \), and thus \( b_{m} > b_{l} + b_{m} \), which is not consistent with the assumption that coefficients \( b_{j} \) are in normal form. The case \( m > l \) is equivalent to the case \( l > m \). □

**Lemma 8.2.** (continuity): The algorithm maps close points into close points.

**Proof.** We just sketch the proof, which is conceptually simple but technically tedious.

We assume that \( x \) and \( \bar{x} \) are close points (i.e., \( ||x - \bar{x}|| \leq \epsilon \)). By induction, we assume that after \( k \) steps, the points are still close and we show that they remain close after the \((k+1)\)th step. To this end, it is sufficient noticing that in the \( 4 \)th step, only the \( 4 \)th component of one or both points can be changed. If the two points are moved along different direction, then the distance between the cuts along these directions can be bounded by the distance between the points themselves. In the end, we obtain an estimate on the distance between \( ||x^{N-1} - \bar{x}^{N-1}|| \), which runs to zero with \( \epsilon \). □
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